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Abstract

While neural networks and their convolutional variants have provided state-of-the-art accuracy on many tasks, even outperforming expert humans, there has recently been large effort in investigating the existence of adversarial examples. Adversarial examples are deliberately crafted inputs, imperceptibly different from natural examples, which have the ability to push a classifier's output to an arbitrary value. This means that the classifier will misclassify an input that is visually only slightly different than an input taken from the data distribution. The fact that adversarial examples can be generated regardless of network architecture or dataset is in turn a major concern for safety-critical applications.

In this report, we will formally introduce various methods used to generate adversarial examples. We will analyze the threat model and provide in depth analysis of the behaviour of each technique, according to predefined metrics such as the perturbation norm. In addition, we describe a novel method of generating targeted universal adversarial perturbations. We will introduce a number of defensive methods used to improve the robustness of the classifiers, while showing that there has yet to be the development of a universal mitigation technique. We shall then perform quantitative evaluation of the strengths and weaknesses of the previously introduced attack methods using three datasets. A majority of the experiments will be performed on the well-known MNIST dataset for handwritten digit recognition to provide a sturdy baseline. The substantially harder CIFAR10 dataset for generalized object recognition will be used to provide results based on a more realistic use-case. Finally, we shall introduce a testing methodology focused on evaluating the implications of this study on models developed for face recognition, through analysis on the FaceScrub dataset.
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Vocabulary

- **Natural sample/example** A datapoint/image sampled from the ground truth distribution of the dataset.

- **Adversarial Perturbation** A vector of same dimensionality as the model’s image space, that when added to a natural sample/example forces the prediction of the model to be wrong.

- **Adversarial Example** The result of applying an adversarial perturbation to a natural sample.

- **Perturbation Budget** The maximum allowed amount that the perturbation can modify the natural sample. This can be in terms of any arbitrary norm, but most commonly in this report, it will be in terms of the $L_\infty$ norm of the perturbation. Unless indicated otherwise, we denote the $L_\infty$ norm of the perturbation by $\epsilon$.

- **Universal Adversarial Perturbation** An adversarial perturbation that is able to generalize to multiple different natural samples.
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Chapter 1

Introduction

1.1 Motivation and Objectives

Machine learning is currently being employed to solve a wide range of problems. In classification problems, models can extrapolate the class of a previously unseen data point using information gained by analyzing the distribution of the training data. Intuitively, one would expect two sufficiently close data points (according to an arbitrary distance metric) to be classified similarly by a robust model. Recently however, this assumption has been proven false, as otherwise extremely accurate models can be fooled into mis-classifying a maliciously crafted input.

Machine vision has always been a task that has piqued the interest of many researchers. This most certainly comes from the fact that object recognition is such an elementary and simple task for humans. More specifically, face recognition, a task that humans particularly excel at, and something that starts to develop while still in the womb [4] is still a very difficult tasks even for the state of the art. Neural networks and their convolutional variants have to some extent reduced the gap between machine and human recognition, however humans intrinsic ability to use context means that this gap will possibly never be fully closed [5]. Improving the robustness of machine learning models also means identifying their shortcomings. Adversarial examples and their impressive ability to fool otherwise highly performing classifiers shows that high test accuracy on a dataset does not equal human performance. This in turn gives precious insight into the inner-workings of neural networks, whose black box nature has traditionally been one of their biggest drawbacks.

This project explores various methods of learning what are called adversarial perturbations. These perturbations are small modifications made to points sampled from the ground truth distribution. These perturbed data points, which are the sum of the original point and the adversarial perturbation,
are referred to as adversarial examples. These adversarial examples have the characteristic of ‘fooling’ a model into predicting the wrong class. The main goal of this project is to implement a number of these methods and compare their behavior on different datasets and models.

We will also provide a robust formulation and explanation for a novel method of generating targeted universal adversarial perturbations. This method will rely on the modification of a pre-existing attack, in order to transform it into a universal framework. In addition to this, we will provide various techniques to improve the generalizability of the resulting universal perturbations.

In addition to attacks, we will investigate what are known as mitigation methods, used to attempt to defend against these aforementioned attacks. These methods work in wide variety of ways, from modifying the data before it is passed through the model to changing the model itself to improve its robustness to adversarial attacks.

A large majority of the experiments will be performed on the MNIST dataset, a dataset commonly used for its simplicity and small size. We will briefly investigate the behavior of a model trained on the CIFAR10 dataset when subject to our attacks. This second batch of experiments will provide more results based on a more realistic use-case than MNIST. This is also an opportunity to analyze the influence of architecture on adversarial susceptibility, as solving CIFAR10 requires more complex (deeper) models. Finally, a final suite of experiments will focus on generating perturbations specifically tailored to fooling a face recognition model. The objective of these tests is to prove that face identification systems relying on undefended neural network classifiers can easily be fooled, hence making them insecure.

1.2 Project definition

This project can be divided in a number of parts:

- In the first part, we will build an understanding of the current state of the field. This means gaining an theoretical comprehension of the challenges and solutions involved in fooling a machine learning model. This theoretical basis will also help in justifying the rationale behind the novel universal perturbation method introduced in this report.

- In the second part, we will implement a number of attack and mitigation methods. In order to simplify the next step, it is important to formally define an interface, whether containerized in a function or a class. This will reduce the amount of boiler-plate code required to actually execute the experiments.
• Finally, we will introduce experimental protocols, designed to test various aspects of our implementa-
tions. Using the theoretical understanding gained from the first section, we will attempt to analyze and explain the behavior our models and attacks, in an attempt to produce a global interpretation of the subject. These experiments will also serve to provide empirical justification of the feasibility of our novel attack method.

1.3 Thesis Structure

The Background section introduces the theory necessary to understand the main subject of this report. This theory consists of a brief explanation of the structure and building blocks behind neural networks as well as the optimization framework used to train the networks. It will then formulate the adversarial perturbation discovery problem in a constrained optimization framework as well as a number of techniques used to solve this problem. Finally, this section will introduce several defensive techniques used to mitigate against some of the previously mentioned attacks.

The Design & Analysis and Implementation sections describe the design choices, details and challenges related to the implementation of the various attacks used in this comparative study. These sections will introduce the architecture and training procedures for the models used for the comparison, as well as their respective datasets. The metrics used for the comparison will also be formally introduced.

The Testing and Results sections will provide a complete set of test results and analysis of the pros and cons of the different methods contained in this comparative study. These parts will also contain in depth analysis of the behavior of the methods as a function of the type of data used and their respective model.

Finally, we shall look back upon this project in the Evaluation and Conclusion sections. We will perform an analysis of the work performed during the course of this project, as well as an in depth critic of what has been achieved versus what remains to be done.
Chapter 2

Background Theory

This section will aim to paint a complete picture of the current deep learning landscape. We will start out by introducing fully connected networks, moving onto convolutional neural networks and why they are superior to their dense counterparts. We shall then perform a survey of existing techniques used to learn perturbations. Finally, we will introduce a number of methods used to try and mitigate against these attacks.

2.1 Introduction

2.1.1 Classification Problems

Throughout this report, we shall consider the problem of classification. Given an input $x$, and a model whose inference function is denoted by $f_\theta$, we want to find optimal $\theta$, the model weights, such that $f(x) \approx y$, where $y$, a vector, is the ground truth label of $x$. We find $\theta$ by finding the optimal solution to some objective function, given several (point, label) pairs, which form the training set of our model. The trained model’s accuracy can then be evaluated using a holdout set of (point, label) pairs, the test set. If the distribution of our train set is representative of the ground truth distribution of our data, then the model should be able to generalize, achieving sufficiently low error on our test data. This project focuses exclusively on cases where $x$ are images in $\mathbb{R}^{n \times m}$, where each dimension of $x$ is represented visually by a gray-scale or a red-green-blue pixel. The labels $y$ will be either scalars representing the index of the corresponding class, or one-hot vectors, where the hot bit is at the index of the corresponding class.
2.1.2 Hand-crafted features and their shortcomings

Traditionally, object recognition has been performed using hand-crafted features. These hand-crafted features would then be classified using standard model types such as Nearest Neighbors, Linear Regression and Support Vector Machines. While good for low-dimensional data typically encountered in non-computer-vision tasks, the intrinsic variability present in visual data (pose, lighting, sensor differences, etc) means that hand-crafted features learned through Principal Component Analysis (PCA, such as that used for eigenfaces [6]) or Histogram Of Gradients (HOG) [7] tend to severely under-perform when used for unconstrained object recognition. This motivates the use of a non-linear feature extraction methods, such as neural networks.

2.2 Neural Networks

2.2.1 Fully-connected Neural Networks

![Basic fully connected network](image)

Figure 2.1: Basic fully connected network [1]

Standard neural networks, or multi-layer perceptrons (MLP), consist at their core of layers of neurons, separated by non-linear activation functions. Each neuron classifies the input features using a hyper-plane defined by its relevant weight vector. As shown in figure 2.1 each neuron in each layer is connected to all neurons in the previous layer. By convention, the output of the input layer is assumed to be the data passed to the network. Each layer is itself a linear classifier, computing:

$$\forall i, \ f_i(x) = w_i^T x + b_i$$

Where $w_i$ and $x$ are column vectors and $b_i$ is a scalar. $f(x)$ is then passed through a non-linear
activation function which historically has been the sigmoid function: \( \sigma(x) = \frac{1}{1 + e^{-x}} \). Recently however, the rectified linear unit function, \( \sigma(x) = \text{max}(0, x) \), has been used to combat sigmoid’s vanishing gradient problem. This problem arises due to the fact that the gradient of the output of a sigmoid with respect to its input tend to zero as the input goes to \( \pm\infty \). Using ReLU rather than sigmoid allowed \[8\] to achieve a factor of six convergence speedup. One issue with ReLU is the so-called dead-neuron problem. This is usually caused by large gradient flow pushing the activation of a given neuron into the negative region. This causes the neuron to ’die’, meaning that once passed through the ReLU, the output will never move from zero. Leaky ReLU \[9\] solves this issue by respectively changing the activation function to \( \sigma(x) = \text{max}(\alpha x, x) \) with fixed \( \alpha << 1 \), allowing small gradient to continue flowing even in the negative domain. Parametric ReLU \[10\] uses a similar idea and makes the \( \alpha \) parameter learnable.

While the hidden layers all use the same activation function, the output layer is instead followed by an output activation. If probabilities are needed then the sigmoid function can be used in the binary classifier case, generalising to the softmax function, with the following expression, in the multiclass case:

\[
\sigma(z_j) = \frac{e^{z_j}}{\sum_{k=1}^{K} e^{z_k}}
\]

### 2.2.2 Convolutional Neural Networks

Convolutional Neural Networks (CNNs), whose application for visual recognition was pioneered by Yann LeCun in 1998 \[2\], have been the most popular model architecture for object classification in computer vision since \[8\] considerably improved upon the state of the art during the ImageNet \[11\] competition in 2012. This type of architecture is much more efficient both in terms of computational and space complexity allowing extremely deep networks to be trained. Figure 2.2 shows the LeNet architecture from 1998. We can clearly see the hierarchal architecture, going from wide but shallow feature maps to very deep by very small maps at the end of the network, followed by the classification layers.

![Figure 2.2: Basic Convolutional Neural Network using the LeNet architecture]
Convolutional Layer

While the weights for each layer of a fully connected network can be represented as a massive dense matrix, the weights for each convolutional layer can be visualized as a stack of 3d-matrices. The difference in the case of the CNN is that each weight matrix has orders of magnitudes less parameters than the fully connected weight matrix. Each of these kernels is scanned across the input, applied using summed element-wise multiplication on each kernel-sized patch in the input. In a convolutional layer, each kernel has $K \times K \times D$ weights, where $D$ is the depth of the input space. The activation matrices for each kernel are then concatenated together depth-wise, resulting in an output that has the shape of a rectangular cuboid.

If we take $F$ as representing the kernel receptive field, $S$ as representing the kernel stride, $P$ as the padding size and $W$ as the size of the input feature map, then the output feature map has side of size $O = \frac{W - F + 2P}{S} + 1$. In turn, this means that the output feature map has dimensions $height = width = O$ and $depth = K$, where $K$ is the number of filters contained in the layer. Recently, most CNN implementations have used $3 \times 3$ receptive fields, with strides of 1. It has been shown [12] that while larger filters ($5 \times 5$ or $7 \times 7$) are extremely expensive in terms of computation and lead to large increases in parameter counts (respectively $\frac{5^2}{3^2} = 2.7$ and $\frac{7^2}{3^2} = 5.4$ factor increase in parameters), they do not lead to measurable increases in accuracy.

Similarly to fully connected layers, each convolutional layer is followed by an arbitrary non-linearity. This non-linearity is precisely what enables a neural network to approximate any arbitrary function, such as that mapping our input data to their respective labels. The Rectified Linear Unit (ReLU) function $y = \max(x, 0)$ will be used throughout this project, as it is very computationally efficient and has a proven track-record of helping train large models.

Pooling Layer

In order to reduce the computational complexity of the model, it is often interesting to reduce the dimensionality of the output at a certain layer in the network. The most common way to do this is through pooling operations. These pooling operations are characterized by their receptive field, the stride of this field when slid over the input, the function used to map the field values to each output value, and the type of padding used on the input (valid or same). For all experiments in this report, we will use the $\max$ pooling function, with a receptive field of $2 \times 2$ and strides of 1. We will also follow the consensus in terms of stacking convolutional blocks, then followed by a pooling layer. This pooling operation will serve to reduce the dimensionality of the current feature map, reducing the
computational cost of the rest of the network.

Classification Layer

After a certain number of blocks consisting of stacks of convolutional layers followed by a pooling layer, it is necessary to reduce the output of the network down to a single vector of size equal to the number classes considered. This is done by stacking a number of fully-connected layers and non-linearity functions at the end of the network. The very last layer is however stripped of non-linearity, instead being passed through the previously mentioned softmax function. This will constrain the activation to fall in $[0, 1]$, essentially acting like the probability that the input is classified as the corresponding logit label given the input. As a side-note, reducing the dimensionality of the features output from the convolutional network sections also helps reduce the number of parameters necessary to perform classification on those features. This is because all neurons in a fully connected layer need to be connected to all neurons in the previous layer, with one weight per connection. Reducing the number of neurons in the previous layer hence also reduces the number of parameters, making the model easier and faster to train.

2.2.3 Optimisation and Gradient Descent (GD)

We define an optimization problem as: minimize $f(x)$ subject to $x \in F$, where $f : \mathbb{R}^n \rightarrow \mathbb{R}^k$ and $F \in \mathbb{R}^n$. A vector $d \in \mathbb{R}^n$ is a descent direction at $x$ if $\exists \lambda > 0 \ni f(x + \lambda d) < f(x)$. In addition to this, if $f$ is differentiable then a descent direction for $f$ at $x$ is simply the opposite of the gradient of $f$ with respect to $x$. A suitably good solution to this optimization problem can be found by taking several steps along the descent direction evaluated at each step. A suitably good solution is defined as that which sufficiently minimizes our objective function $f$. We can hence formulate the standard gradient descent relation, for some starting point $x \in \mathbb{R}^n$:

$$x_{k+1} = x_k + \alpha_k d_k$$

$$x_0 = x \quad d_k = -\nabla f(x_k)$$

2.2.4 Training a Neural Network

In order to teach the network to compute the desired mapping function between the inputs and the labels, it is first necessary to measure the quality of the networks current output with respect to what
it should be outputting. This can be done with a loss function, penalizing mistakes, encouraging the network to adjust its predictions to make them closer to the ground truth.

When training a network, we generally have a number of outputs equal to the number of classes. Each output from the softmax layer will be the network’s confidence that the input has the associated label. A popular loss function used to penalize classification mistakes is cross-entropy:

\[ H(p, q) = -\sum_i p_i(x) \log_2 q_i(x) \]

Where \( p \) corresponds to the ground truth and \( q \) the prediction/softmax logits. Clearly, if \( p = q \) then this expression is simply the entropy of the stream of bits \( p \). In order to use this loss, assuming that \( l \) is the original label in \( \{0..N\} \), with \( N \) the number of classes, we first one-hot encode our labels, such that only the \( l^{th} \) bit is hot. This means that \( p_i = 0 \) for all \( i \neq l \). In this case the cross-entropy expression reduces to \(-\log_2 q_l(x)\), which is zero when \( q_l(x) = 1 \), or in other words, the loss is minimized (at 0) when the model classifies the input correctly.

In order to push the networks predictions closer to the ground truth, we can compute the derivative of the loss with respect to all the parameters, taking a step along the descent direction. Neural networks are however extremely complex functions with millions of parameters. This can be represented as a composition of functions designed to linearly project and apply non-linear transformations to their input. Under this view, we can use back-propagation [13] to efficiently compute the gradient of the loss function with respect to certain parameters. This gradient can then be applied using the previously introduced GD formulation.

### 2.2.5 Advanced Training and Regularization Methods

**Batch Normalization**

While training shallow networks (i.e. only a couple layers) is extremely easy, most computer vision applications consist of data with clear hierarchical features. This encourages the use of deep and narrow architectures (such as ResNet [14]) with tens/hundreds of layers, where each layer will detect features of slightly higher-level than the layer before it. The issue with these networks is that the distribution of each layers input changes as the parameters of the previous layer change. This reduces the stability of the training procedure, requiring lower learning rates and extreme care in parameter initialization.
It has long been known that normalizing a model's input feature-wise (i.e. along the depth of the data) speeds up convergence and improves the converged accuracy of the model [2]. Batch Normalization [15] takes this idea even further, as it integrates the normalization steps directly into the network’s architecture. In a batch-normalized network, most of the convolutional layers are followed by a feature-wise normalization step performed across the batch, with an additional scale and shift to be able to represent the identity transformation. As shown in the paper, this technique dramatically improves the speed of convergence of the networks, enabling the training of very deep architectures that would otherwise be too unstable. Batch normalization also helps to regularize the model, as it introduces noise caused by the fact that the values for any given training example will be dependent on the rest of the mini-batch, in turn reducing the need to apply dropout. Given a \( d \)-dimensional vector \( x \), each dimension of \( x \) will be normalized across the mini-batch of size \( m \):

\[
\hat{x}_k = \frac{x_k - E[x_k]}{\sigma_{x_k}} \quad y_k = \gamma_k \hat{x}_k + \beta_k
\]

For \( k \in \{0..d\} \). In order to apply this to convolutional layers, rather than performing normalization across the mini-batch for each activation of the layer, the statistics are computed across both the elements of the mini-batch and all spatial locations. As this is a standard technique used to train neural networks, robust implementations exist in most tensor frameworks.

**Dropout**

Dropout [16] is a regularization technique that adds noise to neuron activations in an effort to reduce overfitting, improving model generalization properties. This is done by randomly dropping activations according a certain probability \( p \). One possible explanation regarding dropout’s positive effect on accuracy is that it reduces the specificity of individual neurons to a given task, "making each hidden unit more robust and driving it towards creating useful features on its own without relying on other hidden units to correct its mistakes" [16]. This essentially reduces the specialization of each individual neuron, creating multiple similar pathways throughout the network.

In this report, this layer will only be used to regularize the bottleneck layer of our convolutional models, as batch normalization is usually preferred between the convolutional layers themselves.
Adam Optimizer

The Adam optimizer \cite{kingma2014adam} (from a combination of Adagrad and RMSProp) is a slightly fancier formulation of the standard gradient descent algorithm. Like other advanced adaptive-learning rate methods, it uses per-parameter learning rate tuning to speed up convergence. It employs moving average estimates of the mean and variance of the gradients, hence it is especially adapted towards the optimization of problems with noisy objective functions, such as that of neural network training. The paper also mentions a bias correction mechanism used to correct the bias induced from the zero initialization of the mean and variance estimates. This improves the accuracy of the estimates during early stages in the training process, resulting in a more stable convergence. This optimizer (through the default implementation in TensorFlow \cite{abadi2016tensorflow} for analytic gradient attacks and through a custom implementation otherwise) will be used to both train the models necessary for the comparison, but also to improve the convergence properties of some of the iterative gradient methods.

2.3 Adversarial Perturbations

2.3.1 Introduction

As briefly mentioned in the introduction, adversarial perturbations are small changes made to a certain input (sampled from any arbitrary distribution, including that of the t) that fool a model into making a mistake in the prediction. Formally, we can define an adversarial perturbation $\delta \in \mathbb{R}^n$, as a vector in $\mathbb{R}^n$ that solves the following general-case constrained optimization problem:

$$\min_{\delta} |\delta|_p$$

$$C(x + \delta) \neq C(x)$$

With $x \in F$, $x + \delta \in F$, where F is the feasible set of images (I.e. if integer pixels then $\{0 \ldots 255\}$ or $[0, 1]$ if float valued pixels), $C(x)$ is the classification function modeled by the network and we denote the $L_p$-norm of $\delta$ by $|\delta|_p$. Generally, attacks can be targeted or untargeted. If they are targeted, then the problem becomes:

$$\min_{\delta} |\delta|_p$$

$$C(x + \delta) \neq C(x)$$

$$C(x + \delta) = l$$
Where $l$ is our target class of interest. In other words, we want the model to predict the wrong class for the adversarial example, but we also want the predicted wrong class to be a specific class. In the untargeted case, we simply want the prediction to be wrong, without considering how exactly it is wrong. In this report, $C$ will denote the index of the largest logit (before or after softmax, depending on whether cross-entropy loss is used).

### 2.3.2 Why do Adversarial Perturbations Exist?

Intuitively, one would expect small perturbations to have little effect on the classification performed by a trained model. This comes from the fact that small differences in pixel space (such as noise) does not make much of a difference to human viewers. The existence of adversarial examples is unintuitive to most people because while they generally have very good intuition of 2 or 3d space, that intuition generalizes very poorly to high dimensional spaces like the kind encountered in computer vision. In 2 or 3d space, small differences in coordinates between two points still mean that these points are 'close together' in space. In spaces with thousands of dimensions, distances are amplified, as small contributions in each dimension sum up and amount to large distances.

Normally, it can be easily shown that networks are also extremely robust to additive noise. An example of this can be seen in Figure 2.3. In this experiment, 0-mean Gaussian noise with increasing standard deviation is added to a reference image of a two digit, for twelve iterations, in steps of 0.05 (we do not sum cumulatively, each iteration reuses the same noise-free image, resampling noise according the current step). As can be seen, even for noise sampled from $N(0, 0.6)$, the network manages to classify the digit correctly with extremely high confidence, possibly outperforming a human, as it becomes extremely difficult for us to perceive the digit. This shows that even extremely large perturbations made to the input data doesn't lead in itself to adversarial examples if the perturbations aren't structured.

Multiple publications have over the years tried to justify the existence of adversarial perturbations. Some speculate that these could be caused by the extreme non-linearity of deep neural networks, or insufficient regularization of the models, leading to overfitting [19]. In contrast, [20] affirm that the vulnerability of neural networks to adversarial examples cannot be due to their highly non-linear behavior as they show that even linear models can be vulnerable to adversarial examples. Figure 2.4 illustrates this claim, showing a picture of a six perturbed into being classified by a linear softmax classifier as all of the other MNIST classes. We can see that the model is consistently and very easily fooled, with the perturbations themselves being minimally intrusive. Interestingly, these adversarial examples are not necessarily marginal, as some of them are classified as the target class with extremely
high confidence (the lowest being 0 with 47% confidence and highest being 2 with 97% confidence). The adversarial perturbations were found by simply performing a single step of gradient ascent of the targeted label (the step size is found by sweeping the space in powers of 2).

The reason this result is possible is due to the fact that given sufficient dimensionality, a large number of small variations in the input can lead to a large change in the output due to the cumulative effect of these perturbations when forwarded through the model. This leads [20] to conjecture that the reason neural networks are vulnerable to adversarial examples is precisely because they are conditioned to perform as linearly as possible in order to facilitate their training.
2.3.3 Threat Model

In this report, we will consider multiple different threat models. In threat analysis, it is important to define exactly the capabilities of the adversary, in terms of which information they have access to, and what capabilities they have. Most attacks can be broadly separated into two categories: white and black box attacks.

In white box attacks, the attacker has full access to a model, including the model’s input and the ability to compute gradients of the model with respect to the input. This threat model allows attacks such as the gradient based methods that will introduce in the following sections. To facilitate the comparison, we assume that the undetectability (i.e. limit the $L_\infty$-norm) of adversarial perturbations is a desirable feature, hence this will be a metric that will constantly be taken into account in the following experiments.

In contrast, a black-box adversary is any adversary that has limited or no access to the model itself. It is generally agreed upon that a black-box adversary at the very least does not have access to the model gradients [21], and only has access, in the best of cases, to the model logits. This threat model breaks all attacks that rely on gradient information. An argument can be made that a black box adversary is a more realistic use-case, for example someone gaining unauthorized access to a system by breaking the face recognition access control [22], or more interestingly similar to [23], where they attack cloud-based classification services by first learning a substitute model similar to the attacked model, then perform a white box attack on the substitute model, transferring it over to the cloud model.

Both threat models have their merits. While white-box attacks are typically the strongest and expose fundamental weaknesses in the absolute behaviour of state of the art models, black box attacks attempt to quantify the risks faced by current production systems.

2.4 White Box Attack Methods

2.4.1 Fast Gradient Sign (FGS) Method

One of the most basic attack methods is the FGS method [20]. This method takes a single $L_\infty$-norm bounded step in the direction that increases the loss $J$ of the network, exactly equivalent to reducing
the activation of the largest logit given $x$.

$$\delta = \epsilon \text{sign}(\nabla_x J(x, y)) \Rightarrow \hat{x} = x + \epsilon \text{sign}(\nabla_x J(x, y))$$

Where $\nabla_x J(x, y)$ is the gradient of the loss function (cross-entropy) with respect to the input of the model, $y$ is the class predicted by the network given $x$, hence making this method untargeted. This is equivalent to minimizing the networks confidence in that $\hat{x}$ has class $y$. The rationale to limit the $L_\infty$-norm of the step comes from the fact that we would like to make infinitesimally small changes to the input $x$, which combine to a very large change in the output of the model due to the compounding effects caused by the high dimensionality of $x$. By limiting the $L_\infty$-norm of the perturbation, we intend to maintain the undetectability of the attack, while still causing large shifts in prediction.

### 2.4.2 Basic Iterative (BI) Method

The BI method \[24\] is similar in idea to FGS except it takes multiple small steps rather than a large single step. Similarly to FGS, the perturbation is $L_\infty$-norm bounded to maintain the assumption that the perturbation is arbitrarily infinitesimally small. While slower than the previous method, by virtue of the iterative process, the BI method will usually find a better local minimum than FGS, which, especially for larger $L_\infty$ bounds will have a tendency to overshoot. The expression for the BI process is the following:

$$\hat{x}_0 = x$$

$$\hat{x}_{k+1} = \text{clip}_{x,\epsilon}\{\hat{x}_k + \alpha \nabla_{\hat{x}_k} J(\hat{x}_k, y)\}$$

Where $x$ is the original image, $\hat{x}_k$ is the perturbed image at iteration $k$ and $\alpha$ is the optimization step size. There are two ways of guaranteeing that we respect the $L_\infty$ bound. The first is by using Projected Gradient Descent to project each new estimate for the perturbed image back onto the feasible set, accomplished in our case by clipping the estimate to an $\epsilon$-interval around $x$. This can also be done by setting $\alpha = \frac{\epsilon}{n}$, $n$ being the number of iterations, with a simple clip at the end of the iterative process to guarantee that the final estimate is still contained in valid image-space. BI, like FGS, is an untargeted attack, hence $y$ is set to the original predicted label of $x$. 
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2.4.3 Target One Step (TOS) Method

Similar in idea to FGS, we instead set \( y \) to the least likely predicted class given \( x \), formally:

\[
y_{LL} = \arg\min_i F_i(x)
\]

Where \( F_i(x) \) is the \( i^{th} \) output of the networks softmax layer. The expression for the adversarial example crafted using TOS is:

\[
\hat{x} = x - \epsilon \text{sign}(\nabla_x J(x, y_{LL}))
\]

In other words, this will take a step in image-space such that the value of the target logit is increased. Once again, the resulting adversarial candidate \( \hat{x} \) is clipped so that it is contained in \([0, 1]\). This attack is can be potentially far stronger than the simple FGS method. This is because it is usually more interesting to be able to control the models exact output. Considering an example of a face recognition used for access control, a targeted attack could allow an imposter to impersonate somebody with access.

2.4.4 Target Iterative (TI) Method

This attack combines the iterative nature of BI with the targeted nature of TOS. Similarly to BI vs FGS, we will see in the experiments that TI is a substantially stronger attack than TOS. This is because for large perturbation sizes, the single step have a tendency to overshoot the local-minima. Hence iterative techniques can be used to find more effective adversarial examples, at the cost of a higher computational complexity. Like BI, we set \( \alpha = \frac{\epsilon}{n} \) where \( n \) is the number of iterations.

\[
y_{LL} = \arg\min_i F_i(x)
\]

\[
\hat{x}_{k+1} = \text{clip}_{x,\epsilon}\{\hat{x}_k - \alpha \nabla \hat{x}_k J(\hat{x}_k, y_{LL})\}
\]

2.4.5 Carlini & Wagner (C&W) Method

Carlini & Wagner combine a number of ideas and enhancements to produce the strongest attack at the time of the publication of their paper [25]. Recall the formulation of the original adversarial learning problem, where \( l \) is either set by the attacker or determined automatically as a function of the logits given \( x \), the original image:

\[
\min |\delta|_p
\]

\[
C(x) \neq C(x + \delta) = l
\]
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\[ x + \delta \in [0, 1] \]

Rather than enforcing the \([0, 1]\) box-constraint by clipping the result of the optimization like previous methods, they instead perform a change of variable, optimizing for \(w\) rather than for \(\delta\) directly:

\[
\delta_i = \frac{1}{2} (\tanh(w_i) + 1) - x_i
\]

\[ \Rightarrow 0 \leq x_i + \delta_i \leq 1 \ as \ -1 \leq \tanh(w_i) \leq 1 \]

C&W define a \(f : \mathbb{R}^n \rightarrow \mathbb{R}\) such that \(f(x + \delta) \leq 0\) when \(C(x + \delta) = l\). One formulation they give for \(f\) is shown below (called margin loss).

\[
f(x) = \max_{i \neq l} Z_i(x) - Z_l(x)
\]

Clearly, this function fits the previously mentioned requirement as:

\[
f(x) \leq 0 \Rightarrow Z_l(x) \geq \max_{i \neq l} Z_i(x) \Rightarrow C(x) = l
\]

This formulation is a targeted attack, as \(l\) can be set by the attacker to any of the models possible classes. It encourages the logit corresponding to the attacked label to be maximized, while minimizing any of the other logits. We can then reformulate the original problem to get the C&W attack method:

\[
\hat{x} = x + \delta = \frac{1}{2} (\tanh w + 1)
\]

\[
\min_w |\hat{x} - x|_2 + cf(\hat{x})
\]

This unconstrained optimization problem can be efficiently solved with gradient descent. As an additional optimization, one can use Adam optimizer instead of vanilla GD to achieve faster convergence. In all experiments, \(c = 1\). We define that the method has converged once the logit for our targeted class is the larger than that of all other classes (i.e. our loss turns negative).

We also implement their \(L_\infty\) method, in order to use it for our generalized perturbation method:

\[
\min_\delta |\delta|_\infty + cf(x + \delta)
\]

Simply solving the non-differentiability of the max-norm by naively optimizing the above formulation
produces suboptimal solutions due to the instability of convergence [25]. Instead, we penalize the perturbation dimensions when they surpass a certain threshold $\tau$, exponentially decaying $\tau$ when all the dimensions are under the threshold:

$$\min_{\delta} cf(x + \delta) + \sum_i \max(0, \delta_i - \tau)$$

Similarly to the paper, we start with $\tau = 1$, decaying by a factor of 0.9 when $\forall i, \delta_i \leq \tau$. We use Adam Optimizer to perform the gradient descent, with a base learning rate of 0.01, $c = 1$. There are however two fundamental issues with this formulation. The first is that it does not apply the necessary $[0,1]$ box-constraint to the generated adversarial example. This means that this formulation will return solutions outside of the feasible set of images. This can be fixed by applying the change of variable method in a similar fashion to the $L_2$ method. Secondly, the perturbation $L_\infty$ penalization only penalizes the positive values of $\delta$. Clearly, we have:

$$0 \leq x + \delta \leq 1 \Rightarrow \forall i, \delta_i \in [-x_i, 1 - x_i] \subset [-1, 1]$$

Hence we need to penalize the absolute value of the perturbation, rather than the perturbation itself. This does not compromise differentiability of the objective function as we can simply approximate the derivative as:

$$\frac{d|x|}{dx} = \begin{cases} 
-1 & x < 0 \\
0 & x = 0 \\
1 & x > 0 
\end{cases}$$

Judging solely from the paper, it is uncertain if the authors of the original paper considered these issues. Fortunately, they provide a link to their experiment code in the paper from which we can see that they do actually squeeze the adversarial example into the correct interval with tanh. In addition to this, they also penalize the absolute value of the perturbation. It is unclear why the authors did not mention these details in the paper, as without them the formulation of the objective is wrong. It is possible that they expect the reader to infer that the optimization variable for the $L_\infty$ problem must be box-constrained similarly to that of the $L_2$ problem.

Regardless, if we adjust the formulation for this optimization problem using what we have just explained, we get:

$$\delta = \frac{1}{2}(\tanh(w) + 1) - x$$

$$\min_w cf(x + \delta) + \sum_i \max(0, |\delta_i| - \tau)$$
Where \( x \) is the original image, \( w \) is our optimization variable and \( \delta \) is the learned perturbation. With this change, we get the results in Figure 2.5, where we apply the \( L_\infty \) method on an image of class 7 and target class 2. When we correctly apply the box-constraint during the optimization, we get the middle result. As expected, the pixel values are contained in \([0.479, 0.889] \subset [0, 1]\). When we use the original formulation, we get the right image, where the pixel values fall inside \([-0.284, 2.013] \not\subset [0, 1]\).

Figure 2.5: Left: Unperturbed image of a 7, Middle: perturbed image using the correct box constraint, Right: perturbed image without box constraint

### 2.5 Black Box Attack Methods

#### 2.5.1 Simultaneous perturbation stochastic approximation (SPSA)

Let's consider a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) that we wish to minimize. We do not have access to analytical gradients of \( f \), yet we wish to find \( x \) that minimizes it. The idea behind SPSA is to combine gradient descent with an approximation of the gradient of \( f \) by finite difference. The central difference of \( f \) at \( x \), given a step-size \( h \), is:

\[
\delta_h f(x) = f(x + \frac{h}{2}) - f(x - \frac{h}{2})
\]

In which case our approximation of the gradient of \( f \) at \( x \) is:

\[
\nabla f(x)_h \approx \frac{\delta_h f(x)}{h}
\]

Hence using the standard gradient descent formulation, with descent direction \( d_k = \nabla f(x)_h \):

\[
\hat{x}_{k+1} = \hat{x}_k - \alpha \nabla f(x)_h
\]

We can build a good approximation of the analytical gradient by computing the central difference at random offsets in \( x \)-space. SPSA however requires that the noise distribution sampled has finite
first and second moments \cite{26}. According to \cite{27}, the Rademacher distribution, which takes values ±1 with equal probability 0.5, is a good choice. We then compute the feature-wise mean of the gradient approximations in order to get the overall approximation. Similarly to \cite{27}, we reuse the loss function from \cite{25} as it provides (empirically) smoother convergence than cross-entropy loss for this optimization method.

Similarly to previously introduced methods, it is important to constrain the steps of the optimization to the feasible set of images. In order words, the perturbed image at all steps is projected back (or clipped) onto [0,1]. This step also allows us to limit the norm of our perturbation, helping to keep this attack method comparable with previously introduced methods. Once again, we also use Adam optimizer to speed up the convergence when compared to vanilla gradient descent. Due to the fact that we are not using analytical gradients, a custom implementation of Adam is required. As a consequence, particular care is taken to make sure that the gradient moment estimations are bias-corrected (as they are initialized to zero) in order to stabilize early optimization iterations \cite{17}.

It is important to comment on the computational complexity of this optimization method. For each iteration of the algorithm, we must compute the average of the central difference for a batch of data points. Naturally, the higher the batch size, the more stable and robust the convergence, at the cost of an increasing computational cost, due to the fact that we must compute the loss, and hence infer on the model for each item in our batch. This also means that this method cannot be optimized to compute adversarial perturbations for different images simultaneously, in effect, we are restricted to fooling one input at a time. In summary, the advantage from the gradient-free nature of this optimization algorithm comes at a very large cost: the computational complexity.

### 2.5.2 Fooling Examples

Also called \textit{Rubbish Class Examples} \cite{20}, this section outlines a method that isn't an attack \textit{per se}. It is an interesting experiment that illustrates fundamental flaws in the models commonly used. Figure 2.6 shows samples of Gaussian distributed noise $N(0,0.1)$. We can see that a model trained on the MNIST dataset tends to classify this noise as classes \{1,3,5,7\}, even though these clearly look nothing like their predicted class. While these classifications are made with extremely low confidence, the variability in the predictions in this experiment shows that the model is unreliable when exposed to data that is completely disjoint from the intrinsic distribution of the training set.
2.5.3 Adversarial Transferability

Many papers have also focused on the transferability of adversarial examples between models that have disjoint training sets, different architectures, or even use completely different classification algorithms [21]. The transferability property is extremely interesting as the attacker does not need access to the attacked model at all. This is different from other black box methods that require at least access to the logits of the model in order to determine how to reach the relevant objective.

Transferability of adversarial examples relies on the fact that given the same task, even fundamentally different models with have a tendency to learn similar mappings. This comes from the fact that machine learning models are heavily encouraged to generalize and extrapolate from the training data as much as possible. For example, if two models both learn to recognize digits, and both models generalize equally well on the task at hand, then it is likely that they will both learn similar decision functions.

As we will see in the experiments, FGS (as well as other attack methods) finds adversarial perturbations regardless of the step-size . This ultimately means that adversarial examples are spread across large sub-regions of the image space. Under the view that vulnerability to adversarial perturbations is caused by a models linear behavior, then it is normal that adversarial examples should generalize across different models, as it is extremely likely that models with have overlapping adversarial sub-spaces.

In order to use this property to transfer an attack to a black box system, an adversary can generate adversarial examples for a model trained to perform the same task as the attacked system. These adversarial examples are then likely (with a non-negligible probability, dependent on the exact model
types and application) to fool the black box system in addition to the reference model.

2.5.4 Adversarial Generalization: Targeted Universal Adversarial Perturbations

We propose a method to generate adversarial perturbations that will generalize to an entire class of inputs. We denote this method as adversarial generalization, in which a single adversarial perturbation, when applied to multiple different natural samples, will cause all of them to be misclassified by a model. Using the previously introduced attack methods, we jointly optimize the adversarial perturbation over a set of images. Instead of focusing on generating adversarial perturbations that fool a single image, we will learn a single adversarial perturbation that will be optimized to fool a set of images. The desired outcome of this optimization is that by learning to fool a set of images, we generate a perturbation that captures attackable features of the targeted class, allowing it to generalize to natural samples outside of its ’training’ set. In this section, we will constantly refer to the set of images used to generate the perturbation as its ’training’ set, as we are effectively ’training’ the perturbation to fool out-of-sample data.

Recall that the standard formulation for the adversarial optimization problem is:

$$\min |\delta|_p$$

$$\forall i, C(X_i) \neq C(X_i + \delta) = l$$

$$x + \delta \in [0, 1]$$

Where $C(x)$ denotes the classification function of the attacked model. We replace $x \in \mathbb{R}^d$ with $X \in \mathbb{R}^{n \times d}$, where $n$ is the number of images over which the optimization is performed, and $l$ is the label targeted by the attack. The adversarial objective, in the generalized case, becomes:

$$\min |\delta|_p$$

$$\forall i, C(X_i) \neq C(X_i + \delta) = l$$

$$\forall i, X_i + \delta \in [0, 1]$$

If we apply this generalization to the C&W $L_\infty$ attack, with $\hat{x}_i$ denoting the $i^{th}$ adversarial example,
the formulation becomes:

\[ \hat{x}_i = \frac{1}{2} (\tanh(X_i + \delta) + 1) - x, \quad i = 0, \ldots, n \]

\[ \min_w c \mathbb{E}_{x \sim X} f_l(\hat{x}) + \sum_i \max(0, |\delta_i| - \tau) \]

Where the expectation is performed across the training set of the perturbation and the sum is performed across the features of the perturbation vector. \( f_l(x) \) represents the loss of the model’s prediction given that we target class \( l \). In order to train the perturbation on a dataset larger than GPU memory, we restrict the expectation to operate on batches of images rather than the whole dataset:

\[ \min_w \frac{c}{n} \sum_{i=0}^{n} f_l(\hat{x}_i) + \sum_i \max(0, |\delta_i| - \tau) \]

Where each batch contains \( n \) images. Given a sufficiently large batch size, the average gradient of the loss across the batch should be close enough to the real average gradient over the entire data set. We can hence use this approximation to speed up the optimization process. A block diagram of the proposed method is shown in Figure 2.7.

![Block diagram of the proposed technique.](image)

We reuse the C&W \( L_\infty \) objective function, maintaining the \( L_\infty \) penalization to minimize the absolute visual distortion caused by the generated perturbation. In contrast however, we maintain \( \tau \) fixed in order to evaluate this attacks sensibility to the perturbation budget. Finally, we also employ the change of variable used by C&W to ensure that the resulting adversarial examples are contained within the models image space \([0, 1]\). This will also guarantee that the adversarial examples generated outside of the perturbation training set also fall into valid image space, without any additional processing (such as clipping).

In order to improve the generalization properties of the 'learned' perturbation, we validate the fooling properties of the perturbation on a holdout set at every epoch, saving the current perturbation if we
have achieved a new best. This prevents the otherwise uncontrolled overfitting of the perturbation on the train set. The optimization process is hence the following: for each batch of data points in our perturbation training set, we compute the value of our objective, and take a step along the descent direction. At the end of each epoch, we evaluate the target class accuracy of the perturbation when applied to the validation set. If this accuracy is larger than any of previously encountered, we save the current perturbation vector. We then repeat this process for a certain number of epochs.

It is important to investigate the computational complexity of this attack method. In order to generate the perturbations, the complexity is mostly equivalent to that of the single images $L_\infty$-method. To generate the perturbation, the single image methods perform a backwards pass through the attacked model for each iteration of the optimization. In contrast, the generalized method computes the gradient averaged across batches of images. While the perturbations learned on single images are mostly constrained to that image (and hence the perturbation needs to be recomputed for each image), the generalized method inherently allows us to reuse the perturbation. We hence have a very large up front cost required to ‘train’ the perturbation, however using that perturbation only involves adding it to a natural sample and squeezing the sum into the box constraint.

It shall be noted that this method has some resemblance to the work produced by \cite{28}. Introducing 'Expectation over Transformation', \cite{28} attempt to improve the robustness of adversarial perturbations to random transformations intrinsic to real life use cases such as scaling, rotation, crop, etc. To achieve this, \cite{28} solve the optimization problem such that the perturbation is invariant to these transformations while still being close (according to some distance metric) to the natural sample. While we also attempt to generate robust perturbations, our method differs in that we expect the adversarial perturbation built with the proposed method to be resistant to any change in the input, simply by virtue of the fact that our method heavily encourages the perturbation to generalise across the entire dataset. In addition to this, we also note the work produced by \cite{29} and \cite{30} who both generate untargeted adversarial perturbations. On one hand, \cite{29} extend their previous work on Deepfool \cite{31}, an attack method relying on the iterative linearisation of the decision boundary, and instead learn the minimum perturbation such that a set of images is misclassified. On the other, \cite{30} learn universal untargeted perturbations without using data itself, instead optimizing over the activations of the network’s internal layers.
2.6 Mitigation Techniques

2.6.1 Random Transformations

The idea behind this method is to apply random transformations to the input before passing that to the classifier [32]. The reason that this works is that translation invariance is a property that convolutional networks inherently satisfy (due to how convolutional layers work), and can be made even stronger by actively augmenting the training set. During training, dataset augmentation, such as random translation, cropping, rotation and flip can improve the models general robustness to these variations. The reason why this could reduce the effectiveness of adversarial perturbations comes from the view that adversarial perturbations exist because of small subspaces in the input space, disjoint from the data distribution, where the network will be fooled. If we can apply random transformations to the input then it is possible that we can push the adversarial example out of this undesirable subspace. At the cost of extra computation, multiple random transformations using different techniques can be applied to the input of the model. For increased reliability, it is also possible to average together the predictions for multiple randomly perturbed versions of the same input, increasing the robustness of the classification.

2.6.2 Model Capacity

Under the view that neural networks are vulnerable to adversarial perturbations because they have linear behavior [20] (to make them easier to train), it is possible to increase the adversarial robustness of a model by making it more non-linear. This is the conclusion reached by [24], who prove that a model needs sufficient capacity to be able to resist adversarial perturbations. In neural networks, this translates directly to using larger/deeper architectures, with more layers. The rationale behind this is that a deeper network, while substantially more difficult to train (without keeping the architecture simple, i.e. without residual learning or batch normalisation), should be able to represent a more complex decision function, capable of capturing the intricacies of the natural data, while also learning to mitigate adversarial perturbations of certain strength. This effect is illustrated in Figure 2.8 where a very linear (middle) model will have extremely limited robustness to adversarial perturbations, while a non-linear model (right) will be able to learn a complex decision function with an increased robustness to adversarial examples.
2.6.3 Hard positive Mining

This method is also called adversarial training. When training object detectors, it is very common to perform hard-negative mining. We take this notion and perform it in the other direction. Hard positive mining consists of replacing some training examples in each batch with FGS-generated adversarial examples effective on the current model \cite{33}. We then minimize the training loss in the same way as when training undefended models. The rationale behind this technique is that the network will learn to ignore adversarial perturbations made to its inputs.

When the FGS method is used to build adversarial examples for adversarial training, it is better to set $y$ as being the most likely predicted class given $x$ rather than using the ground truth label of $x$. Discovered by \cite{33}, this is to prevent a form of label leaking where the accuracy of the adversarially trained network becomes artificially high on adversarial examples. They conjecture that this happens because FGS generates predictable transformations to the input. They show that this does not happen with iterative methods, possibly as these generate a more diverse set of transformations. In order to stabilize the model training, \cite{33} use a weighted-average of the cross-entropy loss, to reduce the penalization of mistakes on adversarial examples compared to that on natural examples:

$$L = \frac{2}{n} \sum_{i=1}^{n/2} l(x_i, y_i) + \lambda \sum_{n/2+1}^{n+1} l(x_i + \delta_i, y_i)$$

Where $l(x, y)$ is the cross-entropy loss given a point-label pair $(x, y)$ and $\delta$ is the perturbation generated from $x$. We have formulated the loss such that in any given batch, the ratio of the number of natural examples to adversarial examples is 1 (i.e. batch is half of one, half of the other). In the experiments, we also investigate training on perturbations generated by the BI attack, in accordance with \cite{3}.
2.6.4 Network Distillation

Network distillation is a technique that attempts to solve the issue that model requirements are different during training and deployment phases [34]. In the training phase, the model must only learn to extract a structure from the training data. It does not need to operate in real time and can require extreme computational resources. In contrast, deployment of a model to production often has requirements for latency and throughput in order to serve the model to a large number of users. The idea behind distillation is to first train one or multiple large models on the training set using the hard labels (i.e. one-hot), without considering computational requirements. The knowledge extracted from the training set can then be distilled into a single, more efficient network.

One way to achieve this is to train the student network on the soft labels produced by inferring the larger models on the training data. It is hypothesized that training the student model on the softmax probabilities of the larger models allows the student model to better understand the training set by taking advantage of the relative magnitudes of each class probability [34] conjecture. One problem is that the softmax layer will tend to push low probabilities close to zero even closer to zero, in turn making the magnitude of the gradient too small to be useful. One solution to this problem is to train the teacher and student models at a high softmax temperature $T$, setting the temperature back to 1 after the student network has been trained:

$$\sigma(z_j) = \frac{e^{z_j/T}}{\sum_{k=1}^{K} e^{z_k/T}}$$

When the student/distilled network is trained at temperature $T$, it will learn to scale the logits of the layer just before softmax such that its predicted probabilities are similar to the soft labels. When the temperature is reset back to one (at test time), the network will make extremely confident predictions, as the logit for the strongest class will completely overpower all the others. This phenomenon can be used to break attacks that rely on cross-entropy loss and the associated gradient, as the latter will generally be very close to zero and hence smaller than the precision of a floating point number. This is because the large logit values will completely saturate the softmax activation before the loss.

After the softmax activation, the operating regions for the logits will be in the extremely flat part at extremes on the $x$-axis. Because of this, the gradient for that logit with respect to the input will be extremely small, close to zero and very likely smaller than the precision of a floating point number. Clearly, this can be used to break attacks like FGS or TOS that depend on the training loss of the network to function. This should not, however, prevent pure-logit based attacks (such as C&W or
SPSA) from working, as they do not rely on softmax, and hence their gradients should not be affected by the distillation (apart from scaling).

### 2.6.5 Defending against Adversarial Examples is inherently hard

In this section, we have introduced a number of techniques that can be used to attempt to mitigate against adversarial attacks. The issue with the aforementioned mitigation techniques is that they do not allow us to make any guarantees with respect to model robustness once applied. Gradient masking, defined by [21], is a defense that results in the model that does not have ‘useful gradients’. This is exactly what is achieved by the adversarial training and network distillation methods. Gradient masking is not a complete defense, as it does not defend against strong black-box attacks that do not make use of gradient information.

A concrete example of gradient masking is a model that does not expose its logits, instead returning the argmax of the logits. This is equivalent to breaking the differentiability of the model, as now an adversary cannot use output variations to figure out how to vary the input, as the model will always output the hard label. [21] show that it is still possible to break a defense of this type, through the training of a substitute model that can be used to perform the same predictions as the attacked model. By virtue of generalizability of machine learning models, the substitute model will likely learn the same decision function as the attacked model. It is then possible to perform a white box attack on the substitute model, which should transfer extremely well to the attacked model. This effect is illustrated in Figure 2.9 taken from [35], who perform a disciplined analysis of the threat model of adversarial examples. We also rely on the insightful analysis provided by [36].

![Figure 2.9: Illustration of why model substitution breaks a gradient masking defense.](image)

In the left image of Figure 2.9, we have the decision function of the defended model, which has zero gradient for all $x$. On the right, we have the decision function of the substitute model. In essence, the decision function of the substitute is a smoothed out version of that of the defended model. Because the
substitute model’s gradients are not masked, we can attack it and transfer the attack to the defended model.

These thought experiments show that while there have been a number of defenses that have been invented in order to attempt to mitigate against adversarial perturbation, there is a fundamental imbalance in the capabilities of adversaries and defenders. However, it is still interesting to investigate the behaviour of the mitigation methods that we have previously introduced. Even if we cannot make any guarantees as to the absolute robustness of a defended model with respect to adversarial examples, we can at least attempt to do so empirically, in an effort to analyze the behaviour of these methods.
Chapter 3

Analysis, Design and Implementation

3.1 Analysis & Design

Designing a convenient interface for the attack algorithms was necessary in order to minimize the development time and amount of boiler-plate code necessary to execute these tests. This allows one to iterate upon different models and attack methods at an extremely fast pace. Fundamentally, a fooling algorithm can be visualized as a black box residing in between the user input and the input to the network. The algorithm takes the input from the user, applies an arbitrary transformation to that input and passes it on to the model. Figure 3.1 contains a block diagram presents a more detailed picture of the system, where both model blocks represent the same object. This is because most attacks need to forward the original images through the network once to compute the perturbation. This perturbation is applied inside the attack block, and the resulting adversarial example is then passed through the model block to measure the models response to the perturbation.

![Block diagram of the system.](image.png)

This vision was constantly considered when designing the interface for any one of the attack methods.
used in this report. Ultimately, each attack method is hidden behind a function that takes the input of
the entire system, the targeted model, and any other parameters specific to each method such as the
bound on the norm of perturbation or the number of iterations for iterative methods. Each method
will then build a graph representing the logic behind the attack, returning the output of the attack
block. This output, which will contain the perturbed images, can then be connected to the input of
our model of interest. We also decide to design flexibility of the accuracy measurement method into
this model of the system, as this will likely vary depending on the nature of the applied attack method.

3.2 Implementation

3.2.1 Framework

The experiments for this project were implemented entirely in TensorFlow, an extremely high perfor-
mance framework designed for tensor manipulation, for example that necessary when working with
neural networks. TensorFlow was chosen over the plethora of other tensor manipulation frameworks
due to prior experience, the fact that is an industry standard and because it is well supported on
windows. Building a system in TensorFlow consists of defining a set of operations on a number of
Variables or placeholders. Variables are mutable state contained in the graph and can also be marked
as optimizable using one of the gradient descent optimizers contained in the framework (neural net-
work weights are defined as trainable variables). Placeholders are inputs or access ports to the graph,
where data can be passed into by the user. When using the hardware acceleration capabilities built-
into TensorFlow, it is very important to reduce the amount of unnecessary communication between
the host and the GPU, as this process involves large amounts of latency due to the limited bandwidth
of the channel.

Implementing the attacks in addition to the models in TensorFlow is beneficial for a number of reasons.
Testing the attacks on the relevant test data and evaluating their sensitivity to their parameters is
extremely computationally intensive and usually requires a large amount of vectorised operations. It
also largely simplifies the code for these attacks as it is not necessary to manually handle the generation
of the adversarial perturbations. Instead, the attacks are designed as blocks of TensorFlow operations
that can simply slotted together as desired, for example when testing the robustness of a model to
any particular attack. This also has a large speed benefit for iterative methods, as there is no need
to communicate data from the host to the GPU in between iterations, reducing the computational
overhead of this class of methods. For example, the starting images (for which we need to fool a
different class) can be passed into the graph using placeholders. Variables can then be initialized from
these placeholders, representing the mutable state of the iterative process. On every iteration, the graph performs a series of operations, updating the mutable state in a certain way. As a consequence, it is only required to communicate twice with the device: once at the beginning to load the starting images onto the device, and once at the end to read the perturbed images or to fetch the networks prediction given the generated adversarial examples.

TensorFlow, in itself, is an extremely verbose framework. It requires a substantial amount of boiler-plate code and formality in order to express the graph definition in a robust way. In order to simplify the definition of the neural networks used for the experiments, Keras, a high-level framework that can use TensorFlow as its backend, was used for its convenient model definition and inference routines. Keras \[37\] abstracts out a large amount of the low-level details necessary to TensorFlow, such as sessions and graph manipulation, instead presenting a simplified interface best compared to that popularized by Scikit-Learn \[38\].

### 3.2.2 Datasets and Models

**Modified National Institute of Standards and Technology (MNIST) database for handwritten digit recognition**

The MNIST dataset is by far the most popular and well-known dataset used to test the performance of machine learning methods in a computer vision context. It consists of 60000 $28 \times 28$ grayscale images of digits from 0 to 9. It is a very easy dataset, on which many state of the art computer vision methods perform nearly perfectly. This dataset is extremely useful for debugging, as it is a small dataset, of relatively low dimensionality compared to the more complex image datasets such as ImageNet. As a consequence, it can be solved easily using a convolutional model with a small number of layers whose exact architecture has little effect on the overall accuracy. These small networks can be trained in a couple seconds, and their overall computational efficiency was extremely useful when debugging the attack implementations.

The following table shows the architecture of the network used in all the following MNIST experiments. The format of parameters for the convolutional layers is 'number of filters - filter size - filter stride - padding - activation function'. The format for the maximum pooling layers is 'pool size - pool stride - padding'. The format for the fully connected layers is 'number of neurons - activation function'. The below network achieves a test error of just above 1% after 4 epochs of training, using ADAM optimizer and cross-entropy loss. Using 'same' padding rather than 'valid' padding for the convolutions
is extremely important due to the fact that 'valid' padding produces zero-gradients for the k-1 right-
most columns and bottom-most rows, where k is the size of the filter.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Output Activation Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolutional - 32 - 3 × 3 - 1 - same - ReLU</td>
<td>28 × 28 × 32</td>
</tr>
<tr>
<td>Max Pooling - 2 × 2 - 1 - valid</td>
<td>14 × 14 × 32</td>
</tr>
<tr>
<td>Convolutional - 64 - 3 × 3 - 1 - same - ReLU</td>
<td>14 × 14 × 64</td>
</tr>
<tr>
<td>Max Pooling - 2 × 2 - 1 - valid</td>
<td>7 × 7 × 64</td>
</tr>
<tr>
<td>Fully Connected - 512 - ReLU</td>
<td>512</td>
</tr>
<tr>
<td>Fully Connected - 10 - Softmax</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 3.2: Mistakes made by our MNIST model

Figure 3.2 shows 16 examples of misclassified test examples. l denotes the ground truth label while p
denotes the predicted labels. While some are examples where the network was legitimately wrong (e.g.
upper row, second image from the left), some digits are extremely misleading (e.g. upper row, first
from the right), or seem to be entirely mislabeled (upper row, second from the right). This ultimately
shows that our model has learned a robust decision function and genuinely seems to have learned to
generalize from our training set.

Canadian Institute for Advanced Research-10 (CIFAR10)

The CIFAR10 dataset \cite{1} is similar in idea to the MNIST dataset in that it consists of 10 small
and well-balanced classes of relatively low dimensionality 32 × 32 × 3 images. Rather than digits,
CIFAR10 contains images of 10 types of objects\footnote{airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck}.
This dataset is extremely useful to test a given
method on a more realistic use case: general object recognition. Objects contained in CIFAR10 are
structurally more complicated than digits and the images themselves have large variations in terms of
pose and quality expected of real life images. This dataset is substantially more difficult than MNIST,
requiring more advanced network architectures and training methods to perform well. The below table shows the architecture for the model used for the CIFAR10 experiments. When compared to that used for MNIST, it is far deeper in order to better capture the hierarchical information inherent to natural images. It also follows the recommendation from [40] of going from wide but shallow (in terms of filters/activations) at the head of the network to narrow but deep at the tail. In this model, each convolutional layer is followed by a batch normalization layer in order to speed up (due to being able to use a high learning rate) and stabilize the training. Each block of two convolutional layers is followed by a maximum pooling layer to subsample the activations by a factor of $2 \times 2$. Dropout is used at the very end with a probability of 0.5, in order to further regularize the training procedure. This model is trained in 20 epochs, with ADAM optimizer and a 0.001 learning rate. Further training of the model does not bring any measurable improvements in validation accuracy. Horizontal flipping and random height and width crops are used to reduce train set overfitting, improving generalization. By using the predetermined 50k-10k train-test split, the model achieves a train error of 13% and a test error of 15%. Many different publications have gotten substantially better test error by using deeper and more complex architectures (such as residual networks), however it was chosen to keep the architecture complexity to a minimum in order to reduce the iteration time required for experiment runs.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Output Activation Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolutional - 32 - 3x3 - 1 - same - ReLU - BN</td>
<td>$32 \times 32 \times 32$</td>
</tr>
<tr>
<td>Convolutional - 32 - 3x3 - 1 - same - ReLU - BN</td>
<td>$32 \times 32 \times 32$</td>
</tr>
<tr>
<td>Max Pooling - $2 \times 2$ - 1 - valid</td>
<td>$16 \times 16 \times 32$</td>
</tr>
<tr>
<td>Convolutional - 64 - 3 x 3 - 1 - same - ReLU - BN</td>
<td>$16 \times 16 \times 64$</td>
</tr>
<tr>
<td>Convolutional - 64 - 3 x 3 - 1 - same - ReLU - BN</td>
<td>$16 \times 16 \times 64$</td>
</tr>
<tr>
<td>Max Pooling - $2 \times 2$ - 1 - valid</td>
<td>$8 \times 8 \times 64$</td>
</tr>
<tr>
<td>Convolutional - 128 - 3 x 3 - 1 - same - ReLU - BN</td>
<td>$8 \times 8 \times 128$</td>
</tr>
<tr>
<td>Convolutional - 128 - 3 x 3 - 1 - same - ReLU - BN</td>
<td>$8 \times 8 \times 128$</td>
</tr>
<tr>
<td>Max Pooling - $2 \times 2$ - 1 - valid</td>
<td>$4 \times 4 \times 128$</td>
</tr>
<tr>
<td>Fully Connected - 256 - ReLU</td>
<td>256</td>
</tr>
<tr>
<td>Dropout - $p = 0.5$</td>
<td>256</td>
</tr>
<tr>
<td>Fully Connected - 10 - Softmax</td>
<td>10</td>
</tr>
</tbody>
</table>
The final dataset used for the experiments is the FaceScrub dataset. This dataset consists of 106k+ high quality mostly-frontal images of more than 500 celebrities. Originally, this dataset is distributed as a list of URLs in order to prevent copyright infringement by the creators (as the images are not owned by them). Conveniently, the creators of another dataset, MegaFace, distribute a pre-downloaded version of the FaceScrub dataset, designed to be used as a test set for the MegaFace challenge. While this prevents us from having to download the images ourselves, a large number of the images are either corrupt or entirely non-existent. To ensure that the dataset used for our experiments is as clean as possible, and to prevent problems caused a path pointing to a missing/corrupt image, each image in the dataset is checked, and removed from the selectable set for the experiments if there is any problem with it. After this processing step, of the original images, only 93.7k images remain.

In order to reduce the computational cost of using this dataset for the experiments, the dataset is subsampled to just 2000 randomly selected images of 20 people. This subsample is then split again in a 80%-train-20%-test fashion. We ensure that all selected classes are present in both splits by using a stratified split. The selected images are then extracted from the other images and saved in two new folders for train and test in order to guarantee the reproducibility and reduce the computational cost of the experiment runs.

Recognizing faces is an inherently difficult task. Deep learning methods designed to tackle this problem consist of extremely deep networks trained on millions of face samples. These networks are very expensive to train in terms of time and hardware and hence it was decided at the start of this project to use one of the many pre-trained models available online. These models are generally trained to minimize a similarity loss in order to learn features that can be visualized as points contained in an n-dimensional hyper-sphere. This way, faces can be converted to their respective embedding using the network, and compared in the feature-space by using a distance metric such as Euclidean/$L_2$ distance. Another way of using this model is to attach an additional fully-connected layer (called bottleneck layer) at the very end with a number of neurons equal to the number of classes we wish to classify. This is exactly equivalent to training a multi-class linear classifier on the face embeddings. We retrain a bottleneck layer on the train split of our FaceScrub subset, achieving 1.5% error on the test split. The weights for this linear classifier are then saved along with the weights for the rest of the network. The confusion matrix for the test split can be found in the appendix (Figure 14).

It has been proven that face-alignment, or aligning facial landmarks to a canonical pose, improves the
accuracy of face recognition by constraining the model to recognize the position of features relative
to a fixed coordinate system. It is also a step that is generally ignored by the face recognition models
themselves and hence must be performed manually before passing the faces through the model. In this
project, a pre-trained Multi-Task-CNN \(^3\)\(^4\) was used to detect, crop and align faces to a universal
pose. The output of this step consists of one face thumbnail per image, resized to the dimension of
input of the face recognition network \((224 \times 224 \times 3)\), an example of which can be seen in Figure 3.3.

Figure 3.3: (left) Original picture of Kit Harrington, (right) Cropped, aligned and centered image of
Kit Harrington used for recognition.

3.2.3 Attack Optimization

In order to be able to efficiently experiment with the previously introduced attack methods, it is
extremely important to formulate and implement the attacks such that they can be vectorized as
easily as possible. Essentially, this means that they should be able to attack multiple images at the
same time. Performing this optimization for FGS, BI, TOS and TI is simple, as it is easy to extend the
TensorFlow graph to compute and apply gradients to multiple candidates at the same time. Subject
to similar restrictions (in terms of memory usage) as that encountered when training the models, we
can compute fooling images in batches of 128 for the MNIST model, and 32 for the CIFAR10 model.
The maximum batch size for CIFAR10 is smaller than that of MNIST because the network is much
deeper, requiring substantially more memory per batch item. FGS and TOS simply take the image
tensor passed to the attack functions, and immediately apply the relevant operations, returning a
tensor that will contain adversarial examples once executed. This tensor can be directly plugged into
the classification model to measure how well any particular attack performs.

The iterative methods BI and TI require taking some care in the implementation as they require a
looping mechanism to update the mutable state containing the current adversarial candidate. While
it is possible to build a graph that mimics the unrolled optimization loop, it was ultimately decided
to use the `tf.while_loop`\(^4\) construct, which enables building a looping mechanism into the graph,
simplifying the code for the attack and reducing the complexity of the graph itself.

\(^3\)\(\text{https://github.com/davidsandberg/facenet/tree/master/src/align}\)
\(^4\)\(\text{import tensorflow as tf}\)
Optimizing the C&W method was however far more challenging. The C&W method stops the optimization process once the network has been fooled by the current adversarial candidate. This means that there is an indeterminate number of iterations per image, with some processes converging faster than others. This means that if we naively vectorize the process, the speed of the implementation will depend on the number of iterations needed for the slowest converging instance. One idea was to keep track of which instances have converged, and only compute the loss (and hence forward the candidates through are model) for instances that have not converged. This if/else mechanism can be achieved using the `tf.cond` construct. Unfortunately, this construct always evaluates both of its possible branches, defeating the point of using it in the first place. The final implementation instead relies on the fact that a large majority of instances will converge in very few iterations. Using this information, we keep track of the proportion of converged instances at each iteration, stopping the execution completely when that surpasses 80%. We then extract the instances that have not converged (which is usually only a small portion of the batch) and start the process once again, iterating until all of the left over instances have converged. With this technique, on batches of size 128 on MNIST, we drop the batch time from 30 seconds to 2 seconds, a speedup of $15\times$.

![Figure 3.4](image)

**Figure 3.4**: Loss (margin + $L_2$ penalization) as a function of the number of iterations for the first round (left) and second round (right) of optimization. The second round consists solely of optimization instances that did not converge in the first round.

Figure 3.4 shows both splits of the iteration process. The plot on the left shows the converged of the entire batch of 128 images. We can notice that while we wait for the $80^{th}$ percentile to converge, the top instances converge to the point of pushing the loss into the negative domain, meaning that those instances are pushing the adversarial candidates even further into the fooled class, increasing the networks confidence of those classifications. The plot on the right shows the convergence of the extracted batch of candidates. It consists of only $128 - \lceil0.8 \times 128\rceil = 128 - 103 = 25$ images, all of
which converge in \( \leq 70 \) iterations. Clearly, the models accuracy on this batch of adversarial examples is exactly 0, as all instances of the optimization have converged.

Implementing the SPSA attack is straight-forward. It was decided to implement it in a targeted rather than untargeted framework due to the increased desirability of targeted attack methods. Ultimately, two different implementations of SPSA were designed. The first does not make use of `tf.while_loop`, and hence the optimization must be manually stepped through using a python for loop. The other implementation uses `tf.while_loop`, with the update and stopping logic integrated directly in the TensorFlow graph. The second implementation is simpler and more elegant, and doesn’t require the use of explicit `tf.Variable` to keep state of the optimization. In contrast, the first implementation is more verbose, and slightly more complex. There is however little to no speed difference between the two. The Adam optimizer logic was implemented from scratch, as the one contained within TensorFlow forces the use of analytic gradients.

### 3.3 Attack Comparison Metrics

In order to compare the various attack methods contained in this report, it is necessary to constrain them in some way. Usually, each attack is given a perturbation budget in terms of a certain norm (i.e. \( L_\infty \)) that must be strictly respected. It is then possible to vary this budget in order to further analyze the behaviour of any given method. The main test metrics will be test accuracy on adversarial examples, target class accuracy for targeted methods and perturbation norm. The test accuracy is simply the model’s accuracy on the test set of each dataset. For an adversarial example, a robust model should be able to correctly identify the class of the original nature sample. Generally however, we expect the test accuracy to decrease monotonically as we increase the perturbation budget as the attack will have broader range of options.

In order to compare attack methods, it is convenient to measure the \( p \)-norms of the perturbations with \( p \) different than that used to define the budget. In this report, we will use \( L_1, L_2, \) and \( L_\infty \) norms, defined as:

\[
L_1(x) = \sum_i |x_i| \quad L_2(x) = \sqrt{\sum_i x_i^2} \quad L_\infty(x) = \max_i |x_i|
\]

These metrics can be used to compare the exact effects of the various attacks and how they differ in terms of tactics. While measuring the accuracy (or lack thereof) of a model on adversarial examples generated using untargeted attacks is simple, it is also important to make sure that targeted attacks
force the network to predict the target class, rather than more generally making the wrong prediction. The target class accuracy is defined as the probability that the model with predict the class targeted by the attack given an adversarial example, given that the model predicted the correct class for the original sample. As a consequence, untargeted attacks such as FGS or BI will only measure the accuracy of the network given the perturbed images and the labels, while targeted attacks such as TOS, TI, C&W $L_2$ & $L_\infty$ and SPSA will only be considered successful if the predicted label is that targeted by the attack.
Chapter 4

Testing & Results

4.1 Attacking the MNIST Model

4.1.1 Standard gradient methods

In this section, we will show the behavior of various attack methods as a function of the $L_\infty$ budget allocated to the adversarial perturbation. We will compare targeted and untargeted attacks, including more advanced methods such as C&W Wagner and SPSA on more specialized benchmarks.

The first experiment consists of using each attack method to maximize the adversarial perturbation for the entire MNIST test set, given the convolutional model introduced in prior sections. For information, The BI and TI attacks are both performed for 10 iterations, with a step size of $\frac{\epsilon}{10}$. All methods also include a clipping step to make sure that the generated adversarial examples fall in valid image space. For targeted methods, we do not use the ground truth label, instead opting to target the least likely predicted class given the natural sample.

When comparing FGS and BI methods, it is clear that the iterative method is superior to the one step method. This is because the iterative method is able to better converge towards the local minima. For large perturbation norms, the single step method has a tendency to overshoot the local minima, causing attacks with large perturbations to perform worse than the same with a smaller step size. This doesn't happen for iterative methods, pushing the accuracy of the attacked model towards zero even for very large perturbations.

For targeted attacks, it is important to ensure that, in addition to encouraging the model to make a mistake, the attack should also push the model to predict the targeted class. Under a simple accuracy
### Figure 4.1: Test accuracy (left) and targeted class accuracy (right) of the attacked model for the four baseline attack methods as a function of the perturbation $L_\infty$-norm

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>FGS</th>
<th>BI</th>
<th>TOS</th>
<th>TI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
</tr>
<tr>
<td>0.01</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
</tr>
<tr>
<td>0.1</td>
<td>86%</td>
<td>77%</td>
<td>95%</td>
<td>96%</td>
</tr>
<tr>
<td>0.2</td>
<td>41%</td>
<td>6%</td>
<td>69%</td>
<td>37%</td>
</tr>
<tr>
<td>0.3</td>
<td>13%</td>
<td>1%</td>
<td>23%</td>
<td>0%</td>
</tr>
<tr>
<td>0.5</td>
<td>7%</td>
<td>1%</td>
<td>9%</td>
<td>0%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>TOS</th>
<th>TI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>0.1</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>0.2</td>
<td>1%</td>
<td>23%</td>
</tr>
<tr>
<td>0.3</td>
<td>9%</td>
<td>97%</td>
</tr>
<tr>
<td>0.5</td>
<td>14%</td>
<td>100%</td>
</tr>
</tbody>
</table>

### Figure 4.2: $L_1$ and $L_2$ norms of adversarial perturbations four baseline attack methods as a function of the perturbation $L_\infty$-norm

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>$L_1$</th>
<th>$L_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FGS</td>
<td>BI</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.01</td>
<td>4.1</td>
<td>3.5</td>
</tr>
<tr>
<td>0.1</td>
<td>38.7</td>
<td>31.5</td>
</tr>
<tr>
<td>0.2</td>
<td>76.7</td>
<td>58.8</td>
</tr>
<tr>
<td>0.3</td>
<td>114.0</td>
<td>82.1</td>
</tr>
<tr>
<td>0.5</td>
<td>183.8</td>
<td>121.7</td>
</tr>
</tbody>
</table>

The tables show the accuracy and norms for the four baseline attack methods (FGS, BI, TOS, TI) as a function of the perturbation $L_\infty$-norm. The targeted one-step (TOS) attack has trouble getting the adversarial example predicted as the intended class, reaching a maximum of 14% target class accuracy at $\epsilon = 0.2$. The targeted iterative (TI) method performs remarkably, going from 23% target class accuracy at $\epsilon = 0.2$ to 97% target class accuracy at $\epsilon = 0.3$. The iterative methods superior convergence abilities enables it to far outperform the single step method on this benchmark. Table 4.2 also shows that iterative methods outperform single step methods in terms of perturbation 1 or 2-norm given a fixed $L_\infty$-norm.

Figure 3 shows a test image of class 1 that is adversarially perturbed with all attack methods, for varying perturbation norms. The targeted class, corresponding to the index of the smallest logit given the original image, is class 3. While the quality of the adversarial examples generated by single step methods quickly deteriorates to being essentially only noise, the iterative methods warp the image in a more precise way. With this result, it is not surprising that the target one step method has such low target class accuracy over the whole range of perturbation norms as for most examples, the one-step methods generate similar blobs for all images, regardless of class.
4.1.2 Carlini & Wagner $L_2$ Attack

In this series of experiments, we shall bound the maximum number of optimization iterations by 1000. We set the Adam learning rate to $\alpha = 0.1$. We define the convergence rate as the portion of individual optimization instances that produce an adversarial example inside of the allowed iteration budget. We will perform the C&W attacks in a targeted framework, as that is the most difficult requirement. The following image shows examples of the C&W $L_2$ attack applied to one MNIST image per class. Each row represents the results for each image, whereas each column corresponds to each targeted digit. In other words, for each image, we target of the other MNIST classes. The images in Figure 4.3 were generated with $c = 1.5$.

![Grid generated from 10 MNIST images. Each column holds perturbed examples for targeted attacks to the given class. Each row holds a different attacked image, one for each MNIST class.](image)

Figure 4.3: Grid generated from 10 MNIST images. Each column holds perturbed examples for targeted attacks to the given class. Each row holds a different attacked image, one for each MNIST class.

We can see that the generated adversarial perturbations are extremely smooth and lack any noise entirely. This is in stark contrast to the baseline techniques which have a tendency to introduce substantial amounts of noise. We also see a phenomenon that doesn’t appear for other adversarial methods, that is, when targeting a certain class, the digits themselves are warped to somewhat resemble the target class. An extreme example is when attacking an image of a 9, targeted as a 4 (last row, $5^{th}$ from the left). In this case, the upper 'bar' of the 9 disappears entirely, resulting in a convincing 4.

An interesting experiment consists of studying the influence of the norm penalty $c$ on the outcome of the optimization. The results for this can be found in Table 4.4. For each run, we attack a small sub-sample of the MNIST test set, recording the number of iterations required for each optimization.
instance to converge, as well as various statistics concerning the generated adversarial perturbations. For each experiment run, the statistics are computed from the instances that converge. From the table, we discover a general trend, in that as we increase the norm penalty $c$, we get substantially improved convergence properties at the cost of increasing perturbation norms. We also see that the confidence of the adversarial examples tends to increase with $c$ until a point (between 2 and 3 for this particular example) where the generated examples are less confidently classified by the model. In this case, a good general trade-off between the different measured parameters can be found for $c = 1$.

<table>
<thead>
<tr>
<th>$c$</th>
<th>$E / \sigma$ iter. conv.</th>
<th>Convergence rate</th>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$L_\infty$</th>
<th>$E$ adver. conf.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>-</td>
<td>0%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.1</td>
<td>-</td>
<td>0%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>209/202</td>
<td>62%</td>
<td>37.1</td>
<td>2.2</td>
<td>0.68</td>
<td>76%</td>
</tr>
<tr>
<td>1</td>
<td>100/99</td>
<td>97%</td>
<td>84.3</td>
<td>3.8</td>
<td>0.77</td>
<td>83%</td>
</tr>
<tr>
<td>2</td>
<td>40/21</td>
<td>100%</td>
<td>175.4</td>
<td>6.6</td>
<td>0.71</td>
<td>77%</td>
</tr>
<tr>
<td>3</td>
<td>26/15</td>
<td>100%</td>
<td>223.2</td>
<td>8.4</td>
<td>0.69</td>
<td>66%</td>
</tr>
<tr>
<td>10</td>
<td>12/6</td>
<td>100%</td>
<td>297.6</td>
<td>11.2</td>
<td>0.61</td>
<td>58%</td>
</tr>
</tbody>
</table>

Figure 4.4: Mean & standard deviation of the number of required iterations to convergence, the convergence rate (portion of optimization instances that find an adversarial example), the $L_{1,2,\infty}$-norms of the generated perturbation and the mean adversarial confidence as a function of the C&W constant $c$ for the C&W $L_2$ attack method, applied to the MNIST dataset

### 4.1.3 SPSA Attack

Unless explicitly mentioned, these experiments use a perturbation size budget of $|\delta|_\infty = 0.3$ and bound the number of iterations by 1000. The iteration process will stop when the candidate image is detected as fooling the targeted model. We use a base learning rate of $\alpha = 0.1$ for the Adam optimizer. We use a batch size (to compute the gradient approximation) of 64. We define the convergence rate as the portion of optimization instances that result in an adversarial example under the maximum iteration count of 1000. We define adversarial confidence as the confidence of the model given an adversarial example.

Figure 4.5 contains adversarial examples resulting from an SPSA attack applied to one test image per MNIST class. Each row corresponds to a different starting image of each digit from 0 to 9. The columns correspond to a different targeted class. The matrix diagonal contains the clean/unperturbed images. We can see that SPSA is able to build extremely convincing adversarial examples in all cases for this dataset, albeit with some noticeable noise present in most adversarial examples.

An interesting experiment is to vary the learning rate of the optimization process. From the results in Table 4.6, we can see that as we increase the learning rate from 0.01 to 0.1, we achieve faster
convergence, at the cost of increased $L_1$ and $L_2$ norms of the resulting perturbation. This trend doesn’t maintain itself when going from 0.1 to 1, as it is possible that the convergence process has become too unstable due to the very high learning rate. Regardless, we see higher average confidences on adversarial examples when we increase learning rate. It is possible that this is a direct side effect of the higher learning rate, as the optimization process is overshooting the minimum required perturbation, giving a higher adversarial confidence as a result.

![Grid generated from 10 MNIST images. Each column holds perturbed examples for targeted attacks to the given class. Each row holds a different attacked image, one for each MNIST class.](image)

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$E / \sigma$</th>
<th>iter. conv.</th>
<th>Convergence rate</th>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$E$ adver. conf.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>133/113</td>
<td></td>
<td>100%</td>
<td>88.2</td>
<td>4.3</td>
<td>46%</td>
</tr>
<tr>
<td>0.1</td>
<td>56/130</td>
<td></td>
<td>98%</td>
<td>118.7</td>
<td>5.5</td>
<td>50%</td>
</tr>
<tr>
<td>1</td>
<td>80/224</td>
<td></td>
<td>96%</td>
<td>129.8</td>
<td>6.1</td>
<td>56%</td>
</tr>
<tr>
<td>0.01+</td>
<td>-</td>
<td></td>
<td>99%</td>
<td>117.5</td>
<td>5.46</td>
<td>98%</td>
</tr>
<tr>
<td>0.1+</td>
<td>-</td>
<td></td>
<td>97%</td>
<td>125.7</td>
<td>5.77</td>
<td>94%</td>
</tr>
</tbody>
</table>

![Mean & standard deviation of the number of required iterations to convergence, the convergence rate (portion of optimization instances that find an adversarial example), the $L_{1,2}$-norms of the generated perturbation and the mean adversarial confidence as a function of the Adam learning rate with the SPSA attack method, applied to the MNIST dataset.](image)

We denote $\alpha^+$ as the results achieved when the optimization process isn’t stopped when fooling is achieved, but rather continued for a fixed 1000 steps. At the cost of a substantially more expensive optimization process, we can craft adversarial examples that are extremely confident. In these experiments, we can yet again see the effects of increasing convergence instability as we increase the learning rate.
rate: for $\alpha = 0.1$, we achieve a lower average adversarial confidence and convergence rates and higher perturbation norms than for $\alpha = 0.01$.

In addition to the above experiments, we also measure the sensibility of the convergence stability to the batch size used when computing the gradient approximation. We prove empirically the importance of batch size on the accuracy of the approximation by evaluating the Euclidean distance between the analytical and SPSA-approximated gradients as function of the batch size. To improve the statistical significance of these results, we average the results for each batch size over 10 runs. As we can see in Figure 4.7, the error decreases exponentially with batch size, with diminishing returns for batch sizes larger than 256 (note the logarithmic $x$-axis).

![Figure 4.7: $L_2$ norm of the gradient approximation as a function of the batch size used to generate the approximation](image)

As we can see from the table below, larger batch sizes tend to improve all aspects of the optimization, providing quicker convergence (in terms of iterations) and generating adversarial examples that are less perturbed. Larger batch sizes also stabilize the optimization process when using high learning rates. This is caused directly by the fact that the accuracy of the gradient approximation increases as we increase the number of offsets we sample. This can be seen in the last row of the table, where a learning rate of $\alpha = 1$ was used instead of the normal $\alpha = 0.01$. Compared to the same experiment with a batch size of 64, we achieve convergence on average in $8 \times$ less steps (with a standard deviation $13 \times$ smaller). When taking into account the batch size itself, using a batch size of 256 at a learning rate of $\alpha = 1$ instead of 64 at the same learning rate results at approximately half the computational complexity ($256 \times 11 = 2816$ model/loss evaluations $64 \times 80 = 5120$ model/loss evaluations, $\frac{5120}{2816} = 1.81$).
4.1.4 Adversarial Generalizability

In this experiment, we investigate the possibilities of generating universal perturbations through the application of the adversarial generalization method. In order to test the effectiveness of this method, we devise a simple experimental protocol. As we perform these attacks in a targeted setting, we generate one perturbation vector for each class in the dataset. In order to generate said perturbations, we perform an optimization over a small subset (1000 images) of the training set. For each class, we can evaluate the effectiveness of the attack by measuring the average target class accuracy for that class. That is, given images that do not belong to the targeted class, we measure the probability that the formed adversarial example is classified as the targeted class. We also make sure to compute the confidence statistics using only images whose prediction has been pushed towards the correct target class.

The following results will all be computed on the MNIST test set, which is both disjoint from the model training set and from the perturbation training set. In order to perform the optimization, we use Adam optimizer with a learning rate of 0.001 (although from empirical results, the exact learning rate matters little). We set $c = 1$ (the margin loss scale factor) and do not change it during the course of these experiments. We train the perturbation for 100 epochs, where each epoch means optimizing the perturbation on the entirety of the chosen subset. To reduce the number of variables, we perform this test solely for the generalized C&W method, as it is sufficient to show a general trend in the results. For this method, we employ both the C&W loss function, where $l$ denotes the targeted class (in both expressions):

$$f(x) = \max_{i \neq l} Z_i(x) - Z_l(x)$$

And the cross-entropy of the softmax logits, where $q_i(x)$ is the $i^{th}$ softmax logit:

$$f(x) = -\log q_l(x)$$
The results for this experiment are shown in Table 4.9. We can see that regardless of which loss function is used, given a sufficient perturbation budget, we can generate a perturbation that is able to reliably push the prediction towards any targeted class. As we reach a perturbation $L\infty$-norm of $\epsilon = 0.5$, the attack success is dramatically increased, reaching 100% accuracy when using either classification loss. From these results, this attack is extremely effective, and shows that, at least on the MNIST dataset, we can reliably learn perturbations that target an arbitrary class.

![Table 4.9: Targeted class accuracy and mean confidence of adversarial predictions for the generalized attack method using cross-entropy loss (left) and margin loss (right), applied to the MNIST dataset.](image)

Figure 4.9: Targeted class accuracy and mean confidence of adversarial predictions for the generalized attack method using cross-entropy loss (left) and margin loss (right), applied to the MNIST dataset.

![Figure 4.10: Adversarial examples generated using the generalized attack method. Each image corresponds to attacks of increasing perturbation budget $\epsilon$.](image)

Figure 4.10: Adversarial examples generated using the generalized attack method. Each image corresponds to attacks of increasing perturbation budget $\epsilon$.

Figure 4.10 shows adversarial examples of a 1 digit. As we increase the perturbation budget $\epsilon$, we get a large increase in background noise in the image, while the prediction produced by our model shifts from being correct at 1 to wrong at 7. Looking closely, we can see that the general shape of the perturbation is similar across the images. This shows that when given a larger budget, the optimization can venture farther away inside the hypercube centered at the natural sample but also that regardless of budget, the optimization seems to always converge in the same direction, showing that our objective function is very smooth. This is a possible explanation as to why the Adam learning rate had little effect on the overall convergence.

![Figure 4.11 contains examples of adversarial examples for $\epsilon = 0.3$. Like before, each column represents a different targeted class, whereas each row represents a different base image. The diagonal of the matrix holds the unperturbed/natural examples. Even though we can clearly see the perturbations in all examples, these are not sufficient to overpower the digit itself, and the resulting adversarial examples are extremely convincing. It is important to note that all of the adversarial examples are](image)

Figure 4.11 contains examples of adversarial examples for $\epsilon = 0.3$. Like before, each column represents a different targeted class, whereas each row represents a different base image. The diagonal of the matrix holds the unperturbed/natural examples. Even though we can clearly see the perturbations in all examples, these are not sufficient to overpower the digit itself, and the resulting adversarial examples are extremely convincing. It is important to note that all of the adversarial examples are
valid images (i.e. they lie in $[0, 1]^d$) and the perturbations all respect the claimed perturbation budget (albeit with negligible overshoot due to floating point rounding errors). Notice in the columns, the perturbations all have exactly the same shape.

Figure 4.11: Grid generated from 10 MNIST images. Each column holds perturbed examples for targeted attacks to the given class. Each row holds a different attacked image, one for each MNIST class.

This series of experiments enables us to further analyze the behavior of adversarial examples. Due to the fact that we can reliably target any class from any other class, we can see that the model becomes essentially blind to the contents of the image, instead focusing on the perturbations. In Figure 4.12, the top row consists of the natural sample and the adversarial sample repeated. The bottom row contains saliency maps [45], which correspond to the magnitude of the gradient of a certain logit with respect to the image. The left map is that of the original image with respect to the logit representing class 1. The middle and right maps are that of the adversarial example with respect to the 1 and 7 classes respectively. We can see that in the natural example, the network focuses on the pixels where the digit is located. On the adversarial example however, while there still seems to be some activity around the digit itself, there is substantial attention on the outside of the image. As expected, this shows that the network is forced into paying more attention to pixels that have nothing to do with the digit in the original image. In essence, the network stops being able to see the digit itself among the surrounding perturbations. Clearly, a human viewer is still fully capable of classifying the digit correctly.
4.2 Mitigating Adversarial Attacks

4.2.1 Adversarial Training

In this experiment, we will show that it is possible to defend against some of the attack methods introduced previously by actively training the model on adversarial perturbations, using the following methodology. We reuse a MNIST model trained on the entire training set. We first measure this models undefended robustness to various generation techniques, while varying the $L_\infty$-norm budget of the perturbation. We then retrain the model (from scratch) for three epochs by using 50%-50% normal-adversarial batches. In all experiments, the adversarial example loss weight $\lambda = 0.3$. The first experiment consists of training on BI-generated perturbations, testing the robustness of the model to FGS attacks. We vary both the training perturbations and testing perturbation $L_\infty$-norms respectively in \{0, 0.1, 0.2, 0.3, 0.5\} and \{0, 0.01, 0.05, 0.1, 0.2, 0.3, 0.5, 0.6, 0.7\}. Figure 4.13 shows the test accuracy and fooling probability for this grid, where each curve represents the results for a given training perturbation $\epsilon$.

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>$\epsilon_{\text{train}} = 0$</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td><strong>0.989</strong></td>
<td>0.983</td>
<td>0.974</td>
<td>0.978</td>
</tr>
<tr>
<td>0.1</td>
<td>0.849</td>
<td>0.928</td>
<td><strong>0.944</strong></td>
<td>0.855</td>
</tr>
<tr>
<td>0.2</td>
<td>0.314</td>
<td>0.731</td>
<td><strong>0.848</strong></td>
<td>0.302</td>
</tr>
<tr>
<td>0.3</td>
<td>0.113</td>
<td>0.406</td>
<td><strong>0.609</strong></td>
<td>0.214</td>
</tr>
<tr>
<td>0.5</td>
<td>0.063</td>
<td>0.037</td>
<td>0.074</td>
<td><strong>0.104</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>$\epsilon_{\text{train}} = 0$</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>0.151</td>
<td>0.067</td>
<td><strong>0.046</strong></td>
<td>0.141</td>
</tr>
<tr>
<td>0.2</td>
<td>0.691</td>
<td>0.269</td>
<td><strong>0.147</strong></td>
<td>0.702</td>
</tr>
<tr>
<td>0.3</td>
<td>0.894</td>
<td>0.599</td>
<td><strong>0.393</strong></td>
<td>0.789</td>
</tr>
<tr>
<td>0.5</td>
<td>0.940</td>
<td>0.972</td>
<td>0.942</td>
<td><strong>0.900</strong></td>
</tr>
</tbody>
</table>

Figure 4.13: MNIST test accuracy (left) and target class accuracy (right) as a function of the training perturbation budget (columns) and testing perturbation budget (rows)

We can see that the undefended model has trouble predicting the generated perturbations, and, as we increase $\epsilon$, the models accuracy on the adversarial examples increases as well, while the accuracy on natural examples is relatively constant. Adversarial training greatly benefits the robustness of the
model to adversarial perturbations. For example, when we target a $L_\infty$ budget of $\epsilon_{\text{train}} = 0.3$ during training, the fooling probability at test time drops from 0.894 to 0.393. We also notice that given a model trained at a certain $L_\infty$ budget, it becomes extremely robust to adversarial perturbations generated with norms lower or equal to that budget. The robustness of the model then drops substantially when the norm of the perturbation surpasses its training budget. This makes sense as given perturbations with a certain norm, the model is able to adjust its decision boundary to go around a ball of radius the norm used for training (as illustrated in Figure 2.9). As a consequence there is no reason why it would be any more robust to adversarial perturbations of norm larger than the models training budget when compared to the undefended model.

Interesting behavior arises when we train the model with a adversarial training budget of $\epsilon = 0.5$. In this case, we get a drop in robustness to adversarial perturbations when compared to lower training budgets. This result is extremely interesting as the accuracy on natural examples is still constant around 98%. We can conjecture that this happens because the model is overfitting these adversarial-perturbed training examples, as they are so heavily perturbed (due to the large $L_\infty$ norm from natural examples) that the network is able to infer the label this way. In a way, this is a form of label leakage, with consequence that the model has much higher accuracy at train time than test time.

4.2.2 Model Distillation

In this experiment, we show that while model distillation can be used to defend against training-loss based attacks such as FGS and BI, distilled models are still vulnerable to logit and gradient free attack methods such as C&W and SPSA. First of all, we train a teacher network at temperature $T$ on the hard labels, represented as one hot vectors. We then map the training set onto the soft labels by passing it through the teacher network. We train another identical network at temperature $T$ on the soft labels, this network is the distilled network. To make the distilled network robust to training-loss perturbations, we simply set the softmax temperature to 1, and produce predictions like before.

Unsurprisingly, the distilled network is completely immune to FGS and BI attacks, as the accuracy on the perturbed images is constant as a function of the perturbation $L_\infty$-norm $\epsilon$. When the distilled model is trained at high temperature, it simply scales its outputs in order to make its predictions correct. At test time, when the temperature is set back to 1, the logits will be much larger than they actually need to be. To illustrate this claim, we measure the average value of the largest logit for both undefended and distilled networks (with temperature set to 1). While the undefended model has average value 13.3 on the MNIST test set, the distilled model has average value 1077.7. If we compute the ratio between these two means ($\frac{1078}{13} = 82.9$), we can clearly see that the distilled network has
approximately scaled its logits by the temperature. It should be noted that distillation should not affect the networks test accuracy as the predicted class is independent of the logit magnitude.

When the logits are passed through the softmax, the output is either close to zero (and hence zero when quantized to machine precision), or close to 1. This is because large positive or negative inputs produce outputs in the softmaxs saturated region, meaning that the gradient is close to 0 for every output, preventing the attack methods from making any progress. This echoes the vanishing gradient problem characteristic of the logistic activation function, a reason why most modern deep learning applications use rectified units instead. If we set the temperature back to what was used during training, the distilled model becomes vulnerable once again, as if it were undefended.

In order to attack a distilled model, we can still use logit based attack methods rather than methods relying on the training loss function. With C&Ws $L_2$ method, the distilled model achieves 0% accuracy on adversarial examples. Figure 4.14 shows an example of the same C&W attack performed on both undefended and distilled models. The left image is the ground truth image, along with the corresponding predicted image (by the undefended network). We then perform the optimization using the C&W objective, until we detect that the model under attack has been fooled. As we can see, the resulting adversarial examples are extremely similar. Both perturbations have $|\delta|_\infty = 1$ and the perturbations for the undefended and distilled models have respectively $|\delta|_2 = 3.27$ and $|\delta|_2 = 3.33$. We notice that the C&W loss weighting factor $c$ needs to be scaled approximately by the inverse of the ratio of the scaling factor between the undefended and distilled network.

\[
ground\ truth: 3 \quad predicted\ label: 0 \quad predicted\ label: 0
\]

Figure 4.14: Example of the same C&W attack performed on an undefended (middle) and distilled (right) model on the same natural sample (left)

### 4.2.3 Adversarial Transferability

This experiment will try to measure how well adversarial examples generated using different attack methods transfer between models trained to perform the same task. The objective is to show the influence of architecture and training data on the robustness or susceptibility to adversarial transferability between different models. In order to achieve this, we will train three models: a convolutional network (using the previously mentioned architecture), a linear softmax classifier and a 2 hidden-layer
multi-layer-perceptron (MLP) with $256 - 256 - 10$ neurons in each layer and ReLU activation function. All three models are trained with cross-entropy loss. Each model will be trained on disjoint subsets (each $\frac{1}{3}$ of the original set) of the training set, for three epochs. The linear, MLP and convolutional models respectively achieve 90.8%, 96.1%, and 98.3% test accuracy on the MNIST test set.

We will generate adversarial examples from the MNIST test set using the convolutional model, evaluating the test accuracy probability of each of the three models on the perturbed examples as a function of the $L_\infty$-norm of the perturbation $\delta$, $\epsilon = |\delta|_\infty$. The results with $\epsilon = 0$ denote the accuracy achieved on natural test samples (without any perturbation). The perturbed examples are also clipped to $[0, 1]$ to ensure that they fall on feasible set of images. We will run this experiment for each white box attack method. The following tables summarize the full results that can be found in the appendix.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.976</td>
<td>0.963</td>
<td>0.909</td>
</tr>
<tr>
<td>0.1</td>
<td>0.825</td>
<td>0.922</td>
<td>0.864</td>
</tr>
<tr>
<td>0.2</td>
<td>0.406</td>
<td>0.741</td>
<td>0.682</td>
</tr>
<tr>
<td>0.3</td>
<td>0.073</td>
<td>0.499</td>
<td>0.427</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Model 1</td>
<td>Model 2</td>
<td>Model 3</td>
</tr>
<tr>
<td>------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>0</td>
<td>0.976</td>
<td>0.963</td>
<td>0.909</td>
</tr>
<tr>
<td>0.1</td>
<td>0.746</td>
<td>0.928</td>
<td>0.870</td>
</tr>
<tr>
<td>0.2</td>
<td>0.080</td>
<td>0.801</td>
<td>0.734</td>
</tr>
<tr>
<td>0.3</td>
<td>0.017</td>
<td>0.576</td>
<td>0.488</td>
</tr>
</tbody>
</table>

Figure 4.15: MNIST test accuracy as a function of the model architecture and attack perturbation budget for the FGS (top-left), BI (top-right), TOS (bottom-left) and the TI (bottom-right) attacks. Models 1, 2 and 3 are respectively the convolutional, MLP and linear models.

As we can see from the results in Table 4.15, adversarial perturbations learned on the convolutional model are able to transfer relatively well to the MLP and linear models. This result is understandable as all models are trained on exactly the same task. When combined with the fact that they achieve similar scores on natural examples, this means that it is highly likely that the models have learned similar decision boundaries, meaning that they should be similarly vulnerable to adversarial perturbations. From these results, it would seem that the linear model is slightly more susceptible to adversarial transferability than the MLP. It is difficult to give an extract explanation for this behavior, however we can conjecture that this happens because the linear model generally has the least capacity of the three studied models, meaning that it will likely be the least robust to adversarial perturbations.

Out of the four methods, the single step targeted (TOS) attack seems to transfer the best, achieving fool probabilities on the MLP and linear models of respectively 63.9% and 56.0% at $\epsilon = 0.3$. While FGS achieves similar transferability on the linear model, the MLP transfer result is especially impressive considering that TOS beats FGS by 15 points.
<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>0</td>
<td>0.003</td>
<td>0.004</td>
</tr>
<tr>
<td>0.2</td>
<td>0.051</td>
<td>0.009</td>
<td>0.011</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>0.052</td>
<td>0.047</td>
<td>0.049</td>
</tr>
<tr>
<td>0.2</td>
<td>0.353</td>
<td>0.334</td>
<td>0.245</td>
</tr>
<tr>
<td>0.3</td>
<td>0.865</td>
<td>0.639</td>
<td>0.560</td>
</tr>
</tbody>
</table>

When working with targeted attacks, it is also important to measure the target class accuracy. In order to measure this, we compute the common correctly classified test examples by each pair of models in \{(conv, MLP), (conv, Linear)\}. We then compute the target class accuracy derived from a model’s predictions on adversarial samples by checking whether it has predicted the same class as was originally targeted by the convolutional model. As before, the target class given a natural sample and the convolutional network, is that which has the smallest logit. The results for this are contained in Table 4.16. We can see that while TOS fails completely at transferring the target class of an adversarial sample, TI manages to transfer the targeted class for larger perturbation norms. The fact that the targeted class of an adversarial example transfers between models confirms the hypothesis that the models are learning very similar decision functions, even though they have fundamentally different architecture and capacity.

4.2.4 Input Randomization

A very promising technique to make the networks robust to adversarial perturbations is to add noise to the input. As seen previously, neural networks are extremely robust to additive noise and random translations. We can take advantage of the fact that the effectiveness of adversarial perturbations is highly dependent on the precise location of the perturbed pixel. This is because the perturbed pixel values correspond to the optimal gradient necessary to push our classification in the desired direction. Hence when the pixel values change, even slightly, the classification will likely be completely different.

For these experiments, we will investigate four setups:

- **Clean:** we do not apply defensive randomization to the network input. This is equivalent to attacking an undefended network.
- **Additive Gaussian Noise (AGN):** add $N(0, 0.2)$ to the input and clip the result to $[0, 1]$. 

Figure 4.16: MNIST target class accuracy as a function of the model architecture and attack perturbation budget for the TOS (left) and TI (right). Models 1, 2 and 3 are respectively the convolutional, MLP and linear models. Recall that the perturbations are learned on model 1, transferred to models 2 and 3.
• Random Translation and Cropping (RTC): assuming $N \times N$ pixel image, we first resize to $(N + 3) \times (N + 3)$, then take a random $N \times N$ crop.

• AGN + RTC: we first apply AGN then RTC.

In addition to this, we can either generate and apply the adversarial perturbations on the same noisy model or more realistically, generate our adversarial perturbations on the undefended model and apply them to the models with randomized inputs. This second method is equivalent to best case adversarial transferability, where the attacker trained model is exactly the same (in terms of architecture, training data, and weights), but the black box model is defended with randomized perturbations. The results for the latter, most importantly, can be found in Figure 4.17. The rest of the results can be found in Appendix 1.7.

Figure 4.17: Test accuracy on the MNIST dataset as a function of the perturbation $L_\infty$-norm given clean inputs and inputs perturbed using the three randomization methods.

Regardless of the methodology we use, we notice that randomizing the inputs to our network improves the networks robustness to adversarial attacks with small perturbation norms, whether single step (FGS) or iterative (BI). As can be seen in the following table, this increase in adversarial robustness however comes at a slight cost in accuracy on natural examples and an increase in computational complexity of the model.

As we increase the strength of the attack, the effectiveness of this defense drops and even worsens results in the case of the FGS attack from the first method. Normally, the larger step sizes turn out to be suboptimal as the gradient algorithm effectively jumps over the local minima. Randomizing
<table>
<thead>
<tr>
<th>Method</th>
<th>Clean</th>
<th>AGN</th>
<th>RTC</th>
<th>AGN+RTC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Accuracy</td>
<td>99%</td>
<td>98.5%</td>
<td>96.3%</td>
<td>94.9%</td>
</tr>
<tr>
<td>Time</td>
<td>45µs</td>
<td>53µs</td>
<td>62µs</td>
<td>73µs</td>
</tr>
</tbody>
</table>

Figure 4.18: Natural accuracy and time per inference on the MNIST test set as a function of the randomisation method

the inputs to the network seems to prevent this behavior, and the FGS attack becomes even more effective. It is unsurprising that the other results show reduced effectiveness of this defense for larger perturbation sizes when using single step methods (see Figure 4.23), as the visual aspect of the data begins to deteriorate extremely fast when $\epsilon \geq 0.5$, becoming extremely distant from natural samples. The outcome of the tests using iterative is more interesting however, as the perturbation seems to be more precise. Rather than simply generating an adversarial example that is complete noise like the large norm single step methods, the perturbations arising from iterative methods seem to contain more intricate features, reminiscent of the MNIST classes.

The above results seems to disprove our original hypothesis that randomly perturbing an input before passing it through the network should break adversarial attacks, as it was assumed that these rely on specific perturbations at specific pixel locations to work. We can clearly see that while we get a substantial improvement in model adversarial robustness for attacks of small perturbation budget, as we increase the budget, the attacked model’s accuracy drops back to that of the undefended model. This would indicate that the way adversarial perturbations function is more complicated as expected. The results seem to show that the exact location of the perturbed pixels doesn’t matter, as long as the general aspect of the adversarial example is maintained. This begs the question of whether the inherent translation invariance of convolutional networks is causing this behaviour, however additional experiments would be required in order to verify this hypothesis.

### 4.2.5 The Influence of Model Capacity on Adversarial Robustness

In this series of experiment, we will evaluate the importance of model capacity in defending against adversarial perturbations. A models capacity is defined as the complexity of the relationship it can model. For this application, we would expect the robustness conferred by adversarial training to increase with model capacity. This is because more complex models will be able to better represent the correct decision function necessary to protect the subspace around natural examples. The protocol for this experiment is to first evaluate the robustness of each undefended model (there should not be much difference between the three). We will then perform simple adversarial training with a BI trainer and a FGS adversary. We also limit the $L_\infty$-norm of the perturbations to $\epsilon = 0.3$. 
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In order to modulate the capacity of our three models, we reuse the same architecture as previously introduced and vary the number of filters and neurons in the two convolutional layers and bottleneck layer by a certain factor. The following table details the exact architectures:

<table>
<thead>
<tr>
<th>Model</th>
<th># Layers</th>
<th>Layer filters</th>
<th># Bottleneck neurons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>2</td>
<td>32 − 64</td>
<td>128</td>
</tr>
<tr>
<td>Medium</td>
<td>3</td>
<td>32 − 32 − 64</td>
<td>256</td>
</tr>
<tr>
<td>Large</td>
<td>4</td>
<td>32 − 32 − 64 − 64</td>
<td>512</td>
</tr>
</tbody>
</table>

Figure 4.19: The three convolutional model architectures to be used in this experiment

<table>
<thead>
<tr>
<th>ϵ</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>0.1</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
</tr>
<tr>
<td>0.3</td>
<td>92%</td>
<td>90%</td>
<td>88%</td>
</tr>
<tr>
<td>0.5</td>
<td>98%</td>
<td>94%</td>
<td>94%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ϵ</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>0.1</td>
<td>5%</td>
<td>3%</td>
<td>2%</td>
</tr>
<tr>
<td>0.3</td>
<td>35%</td>
<td>23%</td>
<td>27%</td>
</tr>
<tr>
<td>0.5</td>
<td>87%</td>
<td>88%</td>
<td>95%</td>
</tr>
</tbody>
</table>

Figure 4.20: Fool probabilities for undefended models (left) and the adversarially trained models (right) as a function of the perturbation budget ϵ

We train each model for three epochs on the entire MNIST training set. All models reach test errors with less that 0.1% difference with each other. The left results in Table 4.20 show that all three models are extremely vulnerable to the perturbations, with fooling probabilities easily reaching over 90%. Interestingly, the medium sized models is more robust than the largest model, followed by the smallest model. The next step is to retrain each model with adversarial training. Similarly to the adversarial training experiment, we train each model for three epochs using batches of half natural half adversarial samples. The results, shown on the right of Table 4.20 show that all models benefit from adversarial training. We can see that the most robust model is the medium sized one, while the smallest sized behaves similarly with an accuracy curve shifted down. The largest models accuracy starts out well, following that of the medium model, but drops sharply when ϵ ≥ 0.3 (see Figure 22). In this case, it is possible that the largest model is yet again overfitting on the training adversarial samples. However of the three models, once adversarially trained, the largest model has the highest accuracy of the three (small: 96.96%, medium: 97.86%, large: 98.17%). This is because the large models capacity advantage over when compared to the others allows it to simultaneously represent an accurate mapping for natural examples while being relatively robust to the perturbations.
4.3 Attacking the CIFAR 10 Model

4.3.1 Baseline Attacks

In this experiment, we shall apply a number of the attack methods introduced in this report on the CIFAR10 trained convolutional network. We will identify possible differences in this model's behavior when under attack compared to that of the MNIST model. Intuitively, one would expect this model to be easier to fool than the MNIST model, solely due to the fact that this dataset is more complicated, leading to less robust and confident classifiers. In addition, the MNIST dataset is essentially noise free, while the CIFAR10 dataset contains noise intrinsic of generalized object recognition, due to pose and appearance variation of the objects, but also due to the crippling quantization noise caused by the reduction in resolution from the original images down to the dataset resolution.

![Image 1](image1.png)

**Figure 4.21:** Test accuracy (left) and target class accuracy (right) of the attacked model for the four baseline attack methods as a function of the perturbation $L_\infty$-norm

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>FGS</th>
<th>BI</th>
<th>TOS</th>
<th>TI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>85%</td>
<td>85%</td>
<td>85%</td>
<td>85%</td>
</tr>
<tr>
<td>0.01</td>
<td>52%</td>
<td>42%</td>
<td>62%</td>
<td>67%</td>
</tr>
<tr>
<td>0.1</td>
<td>14%</td>
<td>12%</td>
<td>6%</td>
<td>2%</td>
</tr>
<tr>
<td>0.2</td>
<td>13%</td>
<td>12%</td>
<td>7%</td>
<td>2%</td>
</tr>
<tr>
<td>0.3</td>
<td>12%</td>
<td>11%</td>
<td>8%</td>
<td>3%</td>
</tr>
<tr>
<td>0.5</td>
<td>12%</td>
<td>11%</td>
<td>9%</td>
<td>3%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>TOS</th>
<th>TI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0%</td>
<td>3%</td>
</tr>
<tr>
<td>0.1</td>
<td>7%</td>
<td>80%</td>
</tr>
<tr>
<td>0.2</td>
<td>6%</td>
<td>81%</td>
</tr>
<tr>
<td>0.3</td>
<td>4%</td>
<td>79%</td>
</tr>
<tr>
<td>0.5</td>
<td>4%</td>
<td>76%</td>
</tr>
</tbody>
</table>

![Image 2](image2.png)

**Figure 4.22:** $L_1$ and $L_2$ norms of adversarial perturbations four baseline attack methods as a function of the perturbation $L_\infty$-norm

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>$L_1$</th>
<th>$L_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FGS</td>
<td>BI</td>
</tr>
<tr>
<td>0.01</td>
<td>30.6</td>
<td>22.8</td>
</tr>
<tr>
<td>0.1</td>
<td>303</td>
<td>127.6</td>
</tr>
<tr>
<td>0.2</td>
<td>596.8</td>
<td>175.0</td>
</tr>
<tr>
<td>0.3</td>
<td>880.4</td>
<td>212.2</td>
</tr>
<tr>
<td>0.5</td>
<td>1408.6</td>
<td>296.3</td>
</tr>
</tbody>
</table>

As we can see from Table 4.21, the attacks are very effective given this model, dataset pair. Regardless of whether the method is single step or iterative, the attacks are able to reduce the test accuracy of the model to that of a random classifier. Interestingly, both untargeted methods have trouble reducing the model’s accuracy lower than 10%, while both targeted attacks are not affected by this issue. In the general case, iterative methods are still stronger than their single step counterparts. We also notice that the single step methods do not reduce in strength as the perturbation budget is increased.
past κ = 0.5. An explanation for this could be that the optimization landscape is smoother for the CIFAR model than the MNIST model, allowing large-stepped single step methods to preserve their effectiveness.

Analyzing the target class accuracy of the targeted methods shows similar results to that found with MNIST. That is, the single step method is generally unable to push the classifier to predict the targeted class, while the iterative method achieves this very easily. We notice that the large bump in the targeted iterative attacks target class accuracy happens far sooner for the CIFAR10 model than the MNIST model. We only require an $L_\infty$ budget of 0.1 to achieve 80% target class accuracy on CIFAR10, compared to an approximate $L_\infty$ budget of 0.2 to achieve the same on MNIST. Finally, we also see that the target class accuracy seems to be upper-bounded by the CIFAR10 models test set accuracy on natural examples.

A possible explanation as to why this model is less robust to adversarial perturbations could be linked to the models capacity and the difficulty of this dataset. We analyze the visual aspect of a perturbed sample originally correctly classified by our model as cat but with targeted class ship (see appendix). We can see that especially for high perturbation norms, the perturbations generated by single step methods are similar between the two studied datasets, in that they both produce mostly noise, and any visual aspect belonging to the original class has disappeared. In comparison, the iterative methods give quite different results for the two datasets. The perturbations for the MNIST dataset mostly warp the digit until it is unrecognizable (but not noisy), however, the CIFAR10 perturbations dont seem to add substantial amounts of noise, even for very high perturbation norms. It should be noted that the visual comparison of adversarial examples isnt completely fair as perturbations are CIFAR are less visible due to it consisting of color images. In contrast, the absolute black background of the MNIST dataset means that even minute changes to the image are immediately visible, as we can see for all attack methods for perturbations as small as κ = 0.05.

4.3.2 Adversarial Generalizability

We perform an experiment regarding the behaviour of our proposed adversarial generalizability method with regards to the CIFAR10 dataset and its substantially more complex model. This experiment will also serve to show the effect of dimensionality of this method, as CIFAR10 has approximately 4× the number of features of MNIST ($\frac{32 \times 32 \times 3}{28 \times 28} = 3.92 \approx 4$). As this model was trained with images mapped to $[-1, 1]$, we modify the formulation slightly such that the adversarial examples $\hat{x}_i$ are squeezed to the correct interval:

$$\hat{x}_i = \tanh (X_i + \delta)$$
We select a subset of 1000 images from the model’s training set to perform the attack. We also sample an extra 100 images from the train set to form the attack validation set. We vary the $L_\infty$-norm of the perturbation in $\{0.01, 0.1, 0.2, 0.3, 0.5\}$, and target each CIFAR10 class, in order to analyze the target class accuracy achieved by the generated perturbations. To reduce the computational cost of the experiments, we only investigate the optimization using C&W margin loss.

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>Target class acc.</th>
<th>Mean Conf.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>1.7%</td>
<td>63.5%</td>
</tr>
<tr>
<td>0.1</td>
<td>80.2%</td>
<td>94.9%</td>
</tr>
<tr>
<td>0.2</td>
<td>99.4%</td>
<td>100%</td>
</tr>
<tr>
<td>0.3</td>
<td>99.5%</td>
<td>100%</td>
</tr>
<tr>
<td>0.5</td>
<td>99.6%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Figure 4.23: Mean target class accuracy and mean confidence over all classes as a function of the perturbation $L_\infty$ budget.

We can see in Table 4.23 that this technique works extremely well with this particular model. With only minimal perturbation made to the images, we can reliably build extremely strong adversarial examples from a universal targeted perturbation. Figure 4.24 gives an example of one such adversarial sample. For perturbations of approximately less than 0.1, the prediction is still correct. For larger perturbations, while it is clear that the image is being perturbed, the classification is extremely stable and confident. We can also see that the visual aspect of the perturbations is completely different to the ones learnt on MNIST. In this case, we have extremely fine features and lines, spanning the entirety of the image. From Figure 4.25, we can see that in fact all of the targeted perturbations we generate consist of these fine features, the difference being the exact positioning of the lines and corners over the image. A possible explanation for this phenomenon is that these sets of parallel lines and interesting shapes mimic visual features found in real life data, which often consists straight lines (i.e. boundaries) and sharp corners. This explanation also fits our hypothesis claiming that the reason this technique works is because the perturbation learns to mimic sets of unrecognizable features for each target class.

Figure 4.24: Adversarial Examples built from a natural sample of cat class, victim of a targeted attack towards the airplane class, using perturbations of varying norm.

The results in this section show that this method is able to craft adversarial perturbations reliably.
for CIFAR10 (as we can see in Figure 4.25). Experimenting on this dataset provides a stronger guarantee, in terms of its behaviour when applied to other datasets and models, than was provided by the MNIST results. This is because the MNIST dataset is extremely easy to solve and is essentially the best case scenario of computer vision. The result of this experiment shows that if a network is left undefended, a white box attacker using this attack could generate perturbations that amount to a complete compromise of the model, as they are able to push any input to any targeted class.

Figure 4.25: Adversarial Examples built from 10 different natural CIFAR10 samples (rows), targeted to each of the CIFAR10 classes (columns). The matrix diagonal contains the natural samples.

4.4 Attacking the Face Recognition Model

4.4.1 Baseline Attacks

In this section, we attack the face recognition model mentioned previously. The model itself uses an extremely deep Inception-Resnet v1 architecture, similar in style to that which would be used in production for industrial applications. This type of model combines approaches from residual
networks, which allow the training of extremely deep models due to improved gradient flow, and from
inception, which uses a clever network in network architecture to attempt to reduce to the number
of model parameters and the associated computational cost while conserving representational power.
The experiment will consist on attacking the model using a number of different attacks. Similarly
to previous experiments, we compare the attacks according the various accuracies as a function of
the perturbation $L_\infty$-norm. Our test set consists of 400 images from 20 classes. For the untargeted
attacks, we simply measure the test accuracy on perturbed examples, expecting this to drop to zero
for large perturbation budgets. For targeted attacks, we measure the target class accuracy in addition
to the test accuracy. The following tables report a subset of the results, the rest can be found in the
appendix.

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>FGS</th>
<th>BI</th>
<th>TOS</th>
<th>TI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>98%</td>
<td>98%</td>
<td>98%</td>
<td>98%</td>
</tr>
<tr>
<td>0.01</td>
<td>54%</td>
<td>33%</td>
<td>94%</td>
<td>90%</td>
</tr>
<tr>
<td>0.1</td>
<td>1%</td>
<td>0%</td>
<td>8%</td>
<td>0%</td>
</tr>
<tr>
<td>0.2</td>
<td>2%</td>
<td>0%</td>
<td>9%</td>
<td>0%</td>
</tr>
<tr>
<td>0.3</td>
<td>3%</td>
<td>0%</td>
<td>7%</td>
<td>0%</td>
</tr>
<tr>
<td>0.5</td>
<td>3%</td>
<td>0%</td>
<td>7%</td>
<td>0%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>TOS</th>
<th>TI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>1%</td>
<td>7%</td>
</tr>
<tr>
<td>0.1</td>
<td>76%</td>
<td>100%</td>
</tr>
<tr>
<td>0.2</td>
<td>62%</td>
<td>100%</td>
</tr>
<tr>
<td>0.3</td>
<td>47%</td>
<td>100%</td>
</tr>
<tr>
<td>0.5</td>
<td>23%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Figure 4.26: Test accuracy (left) and targeted class accuracy (right) of the attacked model for the four
baseline attack methods as a function of the perturbation $L_\infty$-norm

Immediately, we can see from the results in Table 4.26 that all the attacks are extremely successful.
Even when compared to the results on the CIFAR10 dataset, it would seem that this face recognition
model is even more susceptible to even the smallest of adversarial perturbations. Similarly to previous
experiments, we yet again see that iterative methods outperform single step methods at the cost of
more computation. In fact iterative methods are so effective that the test accuracy of the model drops
to approximately zero for perturbation budgets larger than $\epsilon = 0$.

In terms of targeted attacks, we yet again notice that the model is very easily fooled into predicting
the targeted class. Interestingly, for the single step targeted attack, the targeted accuracy increases
extremely quickly between $\epsilon = 0.01$ and $\epsilon = 0.1$, with a tendency to drop as we increase the perturba-
tion norm farther. The reason this happens probably has to do with the fact that single step methods
overshoot the local minimum of the objective function, meaning that smaller stepped attacks can
outperform larger stepped attacks, as we see here. When switching to the iterative targeted attack,
we yet again notice its substantially increased effectiveness over the single step version. It is extremely
potent both in terms of general test accuracy but also in terms of target class accuracy, achieving
respectively 0% and 100% for $\epsilon = 0.1$. While the test and target class accuracies follow similar trends
to that seen for the CIFAR10 model, ultimately, the results for this model are more extreme than
previously seen.

In the appendix, we can see examples of a sample perturbed using all four attack methods. While the perturbations for the single steps attacks are clearly detectable as early as $\epsilon = 0.2$, iterative methods are much more stealthy, required $\epsilon = 0.3$ to be detectable. These images also give a visual representation as to why iterative methods are stronger than single step. We can see that for large perturbation sizes, the single step methods generate large amounts of noise, making the image unrecognizable. In contrast, the iterative methods both maintain a certain degree of recognizability until the maximum possible $\epsilon = 1$. Finally, if we study the perturbed examples for $\epsilon = 0.1$, examples which cause the model to misclassify 100% of its inputs are hardly differentiable from natural examples.

### 4.4.2 Adversarial Generalizability

Our final set of experiments involve applying the general perturbation method to our face recognition model. The face images have dimensions $224 \times 224 \times 3$ equivalent to $50 \times$ more features, and hence that amount more degrees of freedom when compared to the CIFAR10 dataset. We investigate the target class accuracy achieved by our generalized perturbation as a function of the $L_\infty$ budget it is allowed to occupy. Due to the extreme computational cost of performing this type of experiment on a model of this size/complexity, we restrict the scope, targeting only a small subset of the classes.

In order to boost our chances of success, we maximize the size of the perturbation train/validation set to the train/validation set of the bottleneck layer we trained previously. We hence have 1591 total images to use for training, of which 2% ($\approx 32$ images) are held-out as our validation set. Similarly to the CIFAR10 experiment, we only use C&W margin loss, and we train each perturbation for 10 epochs. Importantly, we set the C&W constant to $c = 30$ in order to compensate for the large increase in image dimensionality, such that the $L_\infty$ penalization doesn’t drown out the classification part of the loss. Finally, instead of sweeping the space of all possible targets, we randomly sample three target classes, generating perturbations for each budget in $\{0.1, 0.3, 0.5\}$. Table 4.27 contains the results for this experiment. As we can see, both the target class accuracy and mean confidence of the targeted class are high, even for minimal perturbations such as $\epsilon = 0.1$.

Figure 4.28 contains adversarial examples generated by applying a generalized perturbation learned on our training subset of the FaceScrub dataset. We can immediately see that while the perturbations are clearly visible, the network is convincingly fooled, classifying the adversarial examples as the targeted class extremely confidently. To a human viewer, the perturbed images still clearly belong to the same class as the natural sample. Interestingly, both these samples and the CIFAR10 samples generate
Epsilon | Target class acc. | Mean Conf.  
---|---|---
0.05 | 7.7% | 36.7%  
0.1 | 84.3% | 62.7%  
0.3 | 99.7% | 89.7%  
0.5 | 99.3% | 89.7%

Figure 4.27: Mean target class accuracy and mean confidence over all classes as a function of the perturbation $L_\infty$ budget for perturbations learned on our train subsample of the FaceScrub dataset.

perturbations that contain very fine features, such as lines and curves. This contrasts immensely with that generated on MNIST, which were mostly noise. The similarity in resolution between MNIST and CIFAR10 proves that this phenomenon isn’t caused by increased dimensionality, but is likely to be necessary to capture the much more complex features of the target classes of the CIFAR10 and FaceScrub datasets.

Figure 4.28: Natural test samples (left most) from class 0 and 5 (Allison Janney and Christian Slater) attacked using a generalized perturbation targeted towards class 3 (Linda Evans) of increasing $L_\infty$ budget.

If we compare this attack method to the baseline attack methods, we can see that the target class accuracy of the generalized perturbation is competitive even with the TI method. While TI has a measurable advantage for low perturbation sizes, our method manages to rival the target class accuracy when the budget surpasses $\epsilon = 0.1$. We also note a substantial advantage in terms of computational complexity when compared to any of the other methods. Once the perturbation for a given class is generated, we can apply it to any natural sample in $O(1)$ time, requiring only to add the perturbation to the natural sample and pass it through $\text{tanh}$. In contrast, even though single step methods also have $O(1)$ complexity, they still require substantially more computation. This comes from the fact that they need to compute both a forward pass, to compute the loss, and a backward pass, to compute
the gradient of the loss with respect to the input.

In this final experiment, we test the universal perturbations on an image that belongs to an identity that is disjoint from the training sets of the embedding extractor, the bottleneck and the perturbation itself. Figure 4.29 contains an example of a targeted attack on an image of myself, targeted towards class *Kristin Davis*. As we can see, the natural sample (technically also a very low confidence targeted adversarial example) is classified as a random class. When we overlay the universal perturbation, generated with $\epsilon = 0.3$, and apply the necessary transformation, we build an extremely potent adversarial example, that ends up being classified more confidently as the target class than real samples from the target class itself. This shows that by heavily encouraging the perturbation to generalize during the training process, we are able to make it generalize to samples that are completely disjoint from the training data, and even to samples that belong to identities/classes that have never been seen before. This essentially shows that with a universal targeted perturbation, we can perform targeted attacks using images of arbitrary identities.

![Figure 4.29: From left to right: cropped and aligned picture of myself, universal targeted adversarial perturbation targeted towards class *Kristin Davis* (15), adversarial example of myself, example natural sample from the targeted class.](image)

Figure 4.29: From left to right: cropped and aligned picture of myself, universal targeted adversarial perturbation targeted towards class *Kristin Davis* (15), adversarial example of myself, example natural sample from the targeted class.
Chapter 5

Evaluation, Future Work, and Conclusion

5.1 Evaluation

This project has produced a global overview of the current state of affairs in adversarial machine learning. We have analyzed and produced robust implementations of various attack methods and compared their relative behaviour on specific datasets and models. We have analyzed various ways of defending against these attacks, and showed that even if we can improve the local robustness of our models, we have yet to develop a method of guaranteeing global robustness against the strongest of attacks at our disposition.

The focus of this project has shifted since the interim stage. The original objective mostly consisted of performing a feasibility analysis of using Generative Adversarial Networks (GANs) \cite{46} in order to generate adversarial perturbations. As we know, GANs are currently extremely popular, and are used for a wide range of tasks linked with data generation. They are however notoriously difficult to train as they are highly unstable, and are very commonly affected by ‘mode collapse’ which is a phenomenon where a GAN’s output collapses to the mean of the desired output distribution. This is ultimately the problem that was encountered, and no suitable solution was found. In the last few months, there have been a number of publications related to using GANs both in attack and defense, hence showing that this was a feasible technique. It is possible that a lack of experience and knowledge in GAN training prevented me from making the technique work as expected. Regardless, we shifted away from using GANs, instead focusing on more direct ways of achieving adversarial perturbations.
We have introduced a new method of generating perturbations that generalize to any natural sample in a dataset. By modifying the formulation for the Carlini & Wagner $L_\infty$ attack, we optimize a perturbation to simultaneously fool a set of images. We employ standard methods used in regular model training to improve the generalizability of the generated perturbation. We have verified the validity of the method by applying it to two similar datasets: MNIST and CIFAR10. We have also used this method to attack a face recognition system, consisting of a complex Inception-Resnet-v1 model, in order to prove that this method’s performance isn’t an artifact of the simplicity and low-dimensionality of the MNIST and CIFAR10 datasets. The results we achieve are extremely encouraging. At the very least, the generalized perturbations are competitive with the best iterative methods in fooling power. While they have a tendency of being visible even for moderate perturbation budgets, they can be used to convincingly fool a model into classifying any natural sample as any target class.

5.2 Future Work

As any field related to deep learning, the field of adversarial machine learning is advancing extremely fast, with new state of the art attacks and defenses being invented every couple of months. There is also a large corpus of work on the subject, with large conferences such as NIPS also starting to hold competitions that compare attacks and defenses on standardized benchmarks (unavailable to the public to prevent cheating). This factor alone shows that this is an extremely dynamic field, and there is plenty of work yet to be done.

We have previously introduced what seems to be a novel method for generating universal adversarial perturbations. That we know of, this is the first technique able to specifically generate targeted universal adversarial perturbations. As universal adversarial perturbations weren’t the original subject of interest of this project, more research would be required in order to build a robust vision of the current state of the field. This will also enable us to accept or reject the claim that this method is novel, as it is possible that other work has already solved this problem. Of the publications that we are aware of, there are a number of methods that can be used to generate universal untargeted adversarial perturbations while also providing in depth analysis of their behaviour.

We define the future work in the continuation of this project in the following sections.
5.2.1 Benchmarking

In this report, we have proven, at the very least, the feasibility of our targeted universal adversarial perturbation method. We have compared it to existing generic attacks and found it to be extremely competitive in terms of fooling capacity. We are also aware of a number of other publications that have produced methods that generate robust universal adversarial perturbations. Conveniently we have framed the optimization problem for our method in such a way that it is easy to compare to existing techniques through perturbation norm analysis. [29] and [30] both evaluate the fooling probability of their methods on an ImageNet classifier, using a predefined perturbation budget. Benchmarking our method against theirs on this dataset/model pair would give us valuable insight into the possible benefits of this method versus others. Submitting this attack to a conference competition such as the one hosted by NIPS would also allow this method to be compared to the current state of the art in the field.

5.2.2 Transferability of Universal Perturbations

The existing publications on universal perturbations also deeply analyze the transferability of these generalized perturbations by analyzing the test accuracy of models with differing architectures subject to attacks by transfer. Unfortunately, due to time constraints, we do not perform this test, however analysis of this aspect of the attack is important to increase the angles of comparison with existing work.

If given sufficient time, we would study the transferability across different model types, such as convolutional to linear or convolutional to MLP (similar to the transfer test produced in this report). We would also attempt to study the transferability across convolutional network architectures, selecting pairs of models between \{VGG [47], ResNet [14], Inception [40]\}. Production systems use convolutional models for computer vision tasks. Hence when adversarial transferability is used to perform a black box attack, it is likely that a convolutional to convolutional transfer test will be more realistic than convolutional to MLP for example. This test would most likely be performed on the ImageNet dataset, as this is the standard dataset for pre-trained models regardless of architecture.

5.2.3 Absolute generalizability

Face recognition models are usually structured as feature extractors. Given an input image, they generate embeddings/feature vectors of a certain dimensionality that can be classified using a bottleneck
layer or another classifier such as an SVM. These embeddings also enable us to recognize if a face is part of a certain set of 'known' people, or is otherwise 'unknown'. The experiments in this report have so far focused on perturbing images of 'known' people. That is, we only attack samples that have a corresponding logit in the bottleneck layer. We have proved that we can generalize the perturbations to different images of the people that were used to generate the perturbation. We have also proved in a single image experiment that we can also build targeted adversarial examples from images of identities that we have never seen before (i.e. 'unknowns'). It is however necessary to perform a more in depth analysis of the behaviour of the perturbation when applied to identities disjoint from its 'training' set. That is, can we reliably perturb images of people that are neither in the training set of the model’s bottleneck layer or in the perturbation training set?

5.3 Conclusion

In this report, we have performed a robust investigation of methods used to generate adversarial examples. We have presented the threat model for these attacks as well as datasets, models and protocols used to compare and contrast the benefits of each technique. We have introduced mitigation techniques able to improve the local robustness of the models to adversarial examples. We have however proved both theoretically and empirically that these mitigation’s do not provide robust guarantees, nor do they provide solid lower-bounds on the adversarial risk that a model is exposed to.

We have introduced a novel method of generating universal targeted adversarial perturbations. We have proven the feasibility of this method on three different datasets and models, of increasing complexity. Through an extensive paper review, we have attempted, without success, to accept or reject the novelty of this method. In addition to the experiments already carried out, we have formulated, as future work, a large number of additional experiments to be used to formally evaluate the robustness of the method when compared to that which currently exists.
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Appendices
.1 MNIST Baseline Results

Figure 1: MNIST test accuracy of model when attacked using FGS and BI methods

Figure 2: MNIST test accuracy of model when attacked using TOS and TI methods
Figure 3: Adversarial samples for FGS, BI, TOS and TI as a function of perturbation norm

Figure 4: Raw results used to build Figures 1 & 2
Figure 5: Top: Test accuracy as a function of the perturbation budget and the number of iterations for the BI method. Bottom: Test (left) and target class accuracies (right) as a function of the perturbation budget and the number of iterations for the TI method.

Figure 6: Raw data for Figure 5

<table>
<thead>
<tr>
<th>Test Accuracy - 2 iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method / eps</td>
</tr>
<tr>
<td>BI</td>
</tr>
<tr>
<td>TI</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Accuracy - 5 iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method / eps</td>
</tr>
<tr>
<td>BI</td>
</tr>
<tr>
<td>TI</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Accuracy - 10 iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method / eps</td>
</tr>
<tr>
<td>BI</td>
</tr>
<tr>
<td>TI</td>
</tr>
</tbody>
</table>

[TI - Target Class Accuracy]

<table>
<thead>
<tr>
<th>Iters / eps</th>
<th>0.01</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>0.25</th>
<th>0.30</th>
<th>0.36</th>
<th>0.50</th>
<th>0.60</th>
<th>0.70</th>
<th>0.80</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>5</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>10</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Figure 6: Raw data for Figure 5
.2 CIFAR10 Baseline Results

Figure 7: Cifar10 test accuracy of model when attacked using FGS and BI methods

Figure 8: Cifar10 test accuracy of model when attacked using TOS and TI methods
Figure 9: Raw results used to build Figures 7 & 8

Figure 10: Adversarial samples for FGS, BI, TOS and TI as a function of perturbation norm
.3 FaceScrub Raw results

Figure 11: FaceScrub test accuracy of model when attacked using FGS and BI methods

Figure 12: FaceScrub test accuracy of model when attacked using TOS and TI methods
Figure 13: Adversarial samples for FGS, BI, TOS and TI as a function of perturbation norm
Figure 14: Confusion matrix for our subset of the FaceScrub dataset when classified by the face recognition model.
### 4 MNIST Adversarial Transfer Results

Figure 15: Plot and raw results for the MNIST adversarial transfer tests using FGS attack

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>Conv</th>
<th>MLP</th>
<th>Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.976</td>
<td>0.963</td>
<td>0.969</td>
</tr>
<tr>
<td>0.10</td>
<td>0.974</td>
<td>0.960</td>
<td>0.967</td>
</tr>
<tr>
<td>0.20</td>
<td>0.942</td>
<td>0.936</td>
<td>0.933</td>
</tr>
<tr>
<td>0.30</td>
<td>0.825</td>
<td>0.922</td>
<td>0.864</td>
</tr>
<tr>
<td>0.40</td>
<td>0.425</td>
<td>0.741</td>
<td>0.652</td>
</tr>
<tr>
<td>0.50</td>
<td>0.673</td>
<td>0.499</td>
<td>0.427</td>
</tr>
<tr>
<td>0.60</td>
<td>0.031</td>
<td>0.135</td>
<td>0.149</td>
</tr>
<tr>
<td>0.70</td>
<td>0.050</td>
<td>0.697</td>
<td>0.091</td>
</tr>
<tr>
<td>0.80</td>
<td>0.052</td>
<td>0.656</td>
<td>0.057</td>
</tr>
</tbody>
</table>

Figure 16: Plot and raw results for the MNIST adversarial transfer tests using BI attack

<table>
<thead>
<tr>
<th>Epsilon</th>
<th>Conv</th>
<th>MLP</th>
<th>Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.966</td>
<td>0.966</td>
<td>0.968</td>
</tr>
<tr>
<td>0.10</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
</tr>
<tr>
<td>0.20</td>
<td>0.656</td>
<td>0.615</td>
<td>0.622</td>
</tr>
<tr>
<td>0.30</td>
<td>0.173</td>
<td>0.648</td>
<td>0.856</td>
</tr>
<tr>
<td>0.40</td>
<td>0.602</td>
<td>0.234</td>
<td>0.259</td>
</tr>
<tr>
<td>0.50</td>
<td>0.943</td>
<td>0.486</td>
<td>0.559</td>
</tr>
<tr>
<td>0.60</td>
<td>0.988</td>
<td>0.811</td>
<td>0.843</td>
</tr>
<tr>
<td>0.70</td>
<td>0.971</td>
<td>0.982</td>
<td>0.987</td>
</tr>
<tr>
<td>0.80</td>
<td>0.952</td>
<td>0.945</td>
<td>0.943</td>
</tr>
</tbody>
</table>

Figure 16: Plot and raw results for the MNIST adversarial transfer tests using BI attack
Figure 17: Plot and raw results for the MNIST adversarial transfer tests using TOS attack.
Figure 18: Plot and raw results for the MNIST adversarial transfer tests using TI attack.
.5 Adversarial Training raw results

.5.1 BI training - FGS testing

Figure 19: Plot and raw results for the MNIST adversarial training tests using BI attack for training perturbation and FGS for testing

Figure 19: Plot and raw results for the MNIST adversarial training tests using BI attack for training perturbation and FGS for testing
### 5.2 FGS training - FGS testing

Figure 20: Plot and raw results for the MNIST adversarial training tests using FGS attack for training perturbation and FGS for testing

<table>
<thead>
<tr>
<th>te / tr</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>0.989</td>
<td>0.981</td>
<td>0.980</td>
<td>0.979</td>
<td>0.979</td>
</tr>
<tr>
<td>0.010</td>
<td>0.990</td>
<td>0.979</td>
<td>0.979</td>
<td>0.978</td>
<td>0.977</td>
</tr>
<tr>
<td>0.050</td>
<td>0.961</td>
<td>0.964</td>
<td>0.969</td>
<td>0.972</td>
<td>0.955</td>
</tr>
<tr>
<td>0.100</td>
<td>0.849</td>
<td>0.921</td>
<td>0.941</td>
<td>0.945</td>
<td>0.888</td>
</tr>
<tr>
<td>0.200</td>
<td>0.314</td>
<td>0.705</td>
<td>0.831</td>
<td>0.849</td>
<td>0.625</td>
</tr>
<tr>
<td>0.300</td>
<td>0.113</td>
<td>0.342</td>
<td>0.625</td>
<td>0.668</td>
<td>0.470</td>
</tr>
<tr>
<td>0.500</td>
<td>0.063</td>
<td>0.021</td>
<td>0.201</td>
<td>0.196</td>
<td>0.460</td>
</tr>
<tr>
<td>0.600</td>
<td>0.066</td>
<td>0.018</td>
<td>0.149</td>
<td>0.099</td>
<td>0.473</td>
</tr>
<tr>
<td>0.700</td>
<td>0.073</td>
<td>0.023</td>
<td>0.142</td>
<td>0.055</td>
<td>0.443</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fool Probs</th>
</tr>
</thead>
<tbody>
<tr>
<td>te / tr</td>
</tr>
<tr>
<td>0.000</td>
</tr>
<tr>
<td>0.010</td>
</tr>
<tr>
<td>0.050</td>
</tr>
<tr>
<td>0.100</td>
</tr>
<tr>
<td>0.200</td>
</tr>
<tr>
<td>0.300</td>
</tr>
<tr>
<td>0.500</td>
</tr>
<tr>
<td>0.600</td>
</tr>
<tr>
<td>0.700</td>
</tr>
</tbody>
</table>

Figure 20: Plot and raw results for the MNIST adversarial training tests using FGS attack for training perturbation and FGS for testing
.6 Influence of model capacity results

FIGURE 21: Plot and raw results for the MNIST capacity tests on undefended models with FGS attack.

FIGURE 22: Plot and raw results for the MNIST capacity tests on adversarially trained models with FGS attack.
.7 Input Randomization Results

Figure 23: Adversarial samples for each input randomization method.
Figure 24: Raw results for 'normal' experimental protocol.

<table>
<thead>
<tr>
<th>epsilon</th>
<th>clean</th>
<th>AGN</th>
<th>RTC</th>
<th>AGN+RTC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>8.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.95</td>
</tr>
<tr>
<td>0.05</td>
<td>8.96</td>
<td>0.90</td>
<td>0.84</td>
<td>0.93</td>
</tr>
<tr>
<td>0.10</td>
<td>8.86</td>
<td>0.90</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>0.15</td>
<td>8.66</td>
<td>0.75</td>
<td>0.79</td>
<td>0.86</td>
</tr>
<tr>
<td>0.20</td>
<td>8.41</td>
<td>0.54</td>
<td>0.66</td>
<td>0.69</td>
</tr>
<tr>
<td>0.25</td>
<td>8.22</td>
<td>0.33</td>
<td>0.48</td>
<td>0.53</td>
</tr>
<tr>
<td>0.30</td>
<td>8.13</td>
<td>0.19</td>
<td>0.32</td>
<td>0.37</td>
</tr>
<tr>
<td>0.50</td>
<td>8.07</td>
<td>0.89</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>0.60</td>
<td>8.08</td>
<td>0.10</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>0.70</td>
<td>8.08</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
</tr>
<tr>
<td>0.80</td>
<td>8.13</td>
<td>0.14</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>1.00</td>
<td>8.17</td>
<td>0.17</td>
<td>0.18</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Figure 25: Raw results for 'best case transfer' protocol.