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PAPER

Composite Support Vector Machines with Extended Discriminative
Features for Accurate Face Detection

Tae-Kyun KIM†∗a) and Josef KITTLER††, Nonmembers

SUMMARY This paper describes a pattern classifier for detecting
frontal-view faces via learning a decision boundary. The proposed clas-
sifier consists of two major parts for improving classification accuracy: the
implicit modeling of both the face and the near-face classes resulting in an
extended discriminative feature set, and the subsequent composite Support
Vector Machines (SVMs) for speeding up the classification. For the ex-
tended discriminative feature set, Principal Component Analysis (PCA) or
Independent Component Analysis (ICA) is performed for the face and near-
face classes separately. The projections and distances to the two different
subspaces are complementary, which significantly enhances classification
accuracy of SVM. Multiple nonlinear SVMs are trained for the local fa-
cial feature spaces considering the general multi-modal characteristic of
the face space. Each component SVM has a simpler boundary than that of
a single SVM for the whole face space. The most appropriate component
SVM is selected by a gating mechanism based on clustering. The classifica-
tion by utilizing one of the multiple SVMs guarantees good generalization
performance and speeds up face detection. The proposed classifier is fi-
nally implemented to work in real-time by cascading a boosting based face
detector.
key words: pattern classification, face detection, support vector machine,
independent component analysis, principal component analysis, Adaboost

1. Introduction

In the last ten years, face detection has been widely stud-
ied for applications such as video surveillance systems and
human-computer interaction, providing a large improve-
ment in both classification accuracy (it is referred to as de-
tection rate to a given number of false alarms in terms of de-
tection) and speed [1]–[8]. Although face detection systems
have obtained real-time speed, they still have a problem in
accuracy. They often miss faces and make false alarms in
complex and changing surveillance environments. Neural
Network (N.N), Adaboost [6], [10] and Support Vector Ma-
chine (SVM) are representative methods to make an accu-
rate face detector. They are all face template-based so that
they do not need to localize the facial features such as eyes,
nose, mouth and etc. This gives the advantage of being able
to detect even low-resolution faces, which are often captured
in surveillance environments.

Sung and Poggio [9] clustered the entire set of face
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and non-face samples into several clusters and constructed
a subspace for each cluster. The distances to these sub-
spaces were utilized as an input vector to N.N. Although the
method of feature extraction was effective, N.N. generally
has a high degree of freedom in its structure and this causes
an overfitting to given training data. The boosting based
face detectors [6], [10], [11] exploit the simple features to
be computed in an integral image. The boosted classifiers
using the simple features yield very rapid detection even
in gray static images. They have also showed comparable
accuracy to the N.N. based methods [5], [9], [12], [13], but
they require exhaustive training, which takes the order of
weeks and many steps of bootstrapping to collect effective
training samples in [6], [10]. SVM [3], [14], [16], [19], one
of the existing most accurate face detectors, is also efficient
in training time and avoids overfitting by minimizing both
structural and empirical risk [17], [18]. These advantages of
SVM facilitate further accuracy improvement.

SVMs have generated a lot of interests in relation to
face pattern classification, because it is easy to find an opti-
mal decision boundary for given data compared with other
methods. Osuna [3] successfully applied SVMs to face de-
tection and Qi [19] enhanced their performance by using In-
dependent Component Analysis (ICA) features. Qi obtained
a larger margin of separation with fewer support vectors
by using ICA compared to training SVMs directly in the
image space. ICA offers the benefit of exploiting higher-
order statistics of face images, whereas Principal Compo-
nent Analysis (PCA), which has been still widely adopted as
a representative face subspace method, assumes a Gaussian
data distribution. Up to our knowledge, there is no com-
parative study of ICA and PCA in terms of face detection
accuracy. In SVM based face detection non-linear kernels
of SVMs are usually adopted for capturing nonlinear man-
ifolds of face data and they operate by comparing an input
to the full set of support vectors (SVs). As this is time con-
suming, some methods of speeding up non-linear SVMs are
required.

In this paper, we propose an accurate face/non-face
classifier which combines the implicit modeling of the face
and the near-face classes and a computationally efficient
SVM classifier. We propose two main ideas to enhance clas-
sification accuracy. First, density distributions of both the
face and the near-face classes are estimated separately by
subspace analysis. The two sets of projection coefficients
obtained from the face and near-face subspaces are comple-
mentary yielding a more reasonable SVM boundary. The
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distances to the two sub-spaces defined by residual errors
are also utilized to augment the feature vector for SVM,
which is called extended discriminative features. They in-
dicate the quality of representation of the input image in the
face or near-face subspaces. The use of the two residual
errors helps the separation into face and non-face classes.
Second, the classifier consists of component SVMs trained
in local feature spaces. A face space is divided into sev-
eral local spaces by k-means clustering and the correspond-
ing non-face examples to each face cluster are separately
collected. Then multiple nonlinear SVMs are trained for
each training class. This composite architecture of SVMs,
called composite SVMs, would be more effective in both
computational cost and accuracy if face patterns were multi-
modally distributed. Each nonlinear component SVM has a
simpler boundary than that of a single SVM for the whole
face space. The classification by utilizing one of the SVMs
enhances generalization performance and speeds up face de-
tection. This work is related to the method of Sung and Pog-
gio [9] in the aspect of clustering but the major difference is
that they consider all the clusters for classification by using a
fully-connected N.N. whereas in our proposal only one clus-
ter is selected for efficient classification. Besides, there is a
significant difference in the subspace method for feature ex-
traction: The proposed method additionally exploited pro-
jection coefficients to the distance features, which are only
input in their method.

The paper is organized as follows. In Sect. 2, the ex-
tended discriminative feature set is proposed by implicitly
modeling the face and the near-face classes. Both repre-
sentative subspace methods, PCA and ICA are considered
and compared in the modeling. In Sect. 3, the composite
non-linear SVMs in local feature spaces are developed for
face detection. The experimental results and the real-time
implementation of the proposed classifier by combining the
Adaboost face detector [6], [10] are explained in Sect. 4 and
the conclusion is drawn in Sect. 5.

2. Extended Discriminative Feature Set

The proposed face pattern classifier is based on learning a
decision boundary using the SVM approach. The feature
space is defined by ICA (or PCA) which learns statistically
independent basis vectors for the near-face space as well as
the face space. In high-level pattern classification, as the im-
age data projected into this feature space is in general multi-
modally distributed, multiple non-linear SVMs are learned
in local feature spaces. This results in a bank of SVM clas-
sifiers which are gated by a nearest mean classifier based on
k-means clustering. The method to extract the extended dis-
criminative feature set will be explained based on ICA. For
the PCA based features, the same procedure is executed by
replacing the ICA with PCA.

The exact estimation of probability densities of face
and non-face classes becomes difficult due to the high di-
mensionality, maybe non-Gaussianity, and multimodality of
the images. So here, to obtain a more reliable decision

boundary, face and non-face classes are separately and im-
plicitly modeled by unsupervised learning. Because the
range of the non-face class is extremely broad, only the near-
face images that lie close to the face space and are therefore
easily confused with face images are considered. The near-
face class consists of the non-face images which were ini-
tially collected based on their distance to an average vector
of training faces and enlarged by a bootstrap technique. The
extended features obtained by the projection to the near-face
sub-space play a complementary role to the features of the
face sub-space, providing better classification results. The
projection error for each of face and near-face sub-space is
simply defined by the Euclidean distance measure assuming
an isotropic Gaussian data distribution. The basis vectors
trained from the face class reconstruct a face image faith-
fully and the residual error of the face image is generally
smaller than that of non-face images. The opposite is true
for the near face subspace.

ICA obtained by using the extended Infomax algo-
rithm [20] is adopted for density estimation. Let X be an
input matrix whose rows are training face images. We seek
matrix U such that

U =WX, (1)

where W is a weight matrix and U is an output matrix of
ICA. The rows of output,U, are also images. The update rule
of the weight matrix obtained using the extended Infomax
algorithm is given by

∆W ∝ [I −Ktanh(U)UT − UUT]W, (2)

where K is a diagonal matrix whose elements depend on
whether the sources are super- or sub-Gaussian distribu-
tions. K is determined by the following switching criterion,

K= diag(sign(E(sech(UT).2). × E(UT.2)

−E(tanh(UT). × UT))) (3)

where .2, .× and E are the array power operator, array multi-
ply operator and a row vector containing the mean value of
each column respectively. In practice, ICA is performed on
the main eigenvectors to solve the convergence problem that
ICA exhibits for the training set in the original image space
and to control the number of independent basis vectors [19],
[21], [22].

Let Pm denote the matrix containing the first m eigen-
vectors in its columns. The PCA representation of zero-
mean face images X is defined as Rm = XPm and the re-
construction of X is obtained by Xrec = RmPT

m. ICA is per-
formed on Pm.

WPT
m = U ⇒ PT

m =W−1U. (4)

Therefore the ICA reconstruction is obtained by

Xrec = RmPT
m ⇒ Xrec = (XPm)(W−1U). (5)

Finally the ICA representation of X is given by

Bface
m = XPmW−1. (6)
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Fig. 1 Basis images: (a) First 30 PCA basis images from face class. (b)
First 30 PCA basis images from near-face class. (c) Randomly selected 30
ICA basis images from face class. (d) Randomly selected 30 ICA basis
images from near-face class.

The same procedure is repeated on the near-face images for
the near-face features, Bnear−face

m . Figure 1 shows the learned
basis images of PCA and ICA. The basis set from the near-
face class consists of various filters of horizontal edges. It
is different from the bases of randomly selected non-face
images, which shows a set of arbitrary directional edge im-
ages. While PCA basis set appear holistic, ICA basis sets
are localized.

A residual error for the sub-space is exploited as an ad-
ditional feature for SVM. The Euclidean distance measure
describes the error under the assumption of isotropic Gaus-
sian distribution by

ε = (x − xrec)(x − xrec)T

= (x(I − PmW−1U))(x(I − PmW−1U))T. (7)

The two features defined by the residual errors for the face
and the near-face sub-spaces are shown to be very effective
in discriminating between the trained face and near-face pat-
terns in Fig. 2. While only one error can not discriminate
two classes well, the relationship of the error of the face
class to that of the near-face class, which can be considered
as an angle of a line in the figure, dichotomizes the train-
ing classes correctly. These features might play dominant
roles in learning a decision boundary in conjunction with
the other features obtained by the projections to sub-spaces
of the face and near-face classes. The extended feature set
enhances the separability of the two classes. Finally the pro-
posed description for a given image is presented by

y = {bface
m , b

near−face
m , εface, εnear−face}, (8)

where b is a row vector of the representation matrix B in
(6). The experimental section gives the comparison of PCA
and ICA for the extended discriminative feature set for face
detection.

Fig. 2 Residual errors of trained face and near-face patterns.

3. Composite SVMs in Local Feature Spaces

SVMs implicitly map the data (in our case, the data is the
extended feature vector described in (8)) into a dot product
space via a nonlinear mapping function. Then the SVMs
learn a hyperplane that separates the data by a large margin.
A test pattern, xtest, is classified as a face or non face by
using the trained SVMs.

f (xtest) = sign


l∑

i=1

ciλiK(xtest, xi) + b

 , (9)

where ci is the class label for the i-th training feature vector
xi, λi and b are constants which are determined by learning,
K is a kernel function and l is the number of support vectors
(SVs).

In classification using non-linear SVMs, run-time com-
plexity is proportional to the number of SVs. It is time-
consuming to apply a full SVM classifier to every pixel of
an image for face localization. The composite SVMs sim-
plify the decision boundaries and reduce the number of SVs,
thus speeding up the algorithm. Suppose that the overall dis-
tribution of the training data is multi-modal. In this case, a
more complicated decision boundary is required as shown
in the left image of Fig. 3. It has a large number of SVs
resulting in high computation costs. Moreover it is diffi-
cult to learn such a complex boundary in a high dimensional
space yielding poor performance for a new data set. If the
SVMs are trained in each local sub-space, a decision bound-
ary becomes much simpler as shown in the upper and lower
right images of Fig. 3. The classification into face and near-
face classes might be multi-modally distributed and thus the
composite scheme of SVMs trained in local sub-spaces im-
proves the speed of processing and generalization perfor-
mance.

For the division of a space into local subspaces, k-
means clustering algorithm was utilized. After the cluster-
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Fig. 3 Learning a decision boundary in local sub-space.

Fig. 4 Centroid images of face clusters.

ing of the training face images, the centroids of the k face
clusters ui, i = 1, . . . , k are stored. The near-face samples
utilized for the training are assigned to the seperated face
subspaces according to Euclidean distances to the face cen-
troids as E(x,ui) = |x − ui|2. The near-face samples were
assigned to the nearest face clusters. In this way both the
face and the near-face training patterns are divided into k
subsets. k nonlinear SVMs are then trained on each set of
the face and near-face samples. As shown in Fig. 4, the cen-
troid images of the face class include intrinsic changes for
identity and expression, and extrinsic changes for illumina-
tion and viewing geometry of faces.

For the classification of a new pattern xtest, the nearest
SVM to the test pattern is selected and applied. Suppose
that k SVMs are trained for each sub-set of face and near-
face samples as,

[{c1
i , λ

1
i , x

1
i ,K

1, b1, u1|i = 1, . . . , l1}, . . . ,
{ck

i , λ
k
i , x

k
i ,K

k, bk, uk |i = 1, . . . , lk}] (10)

The nearest SVM to xtest is found by

is = min
arg i

E(xtest, ui) (11)

and the decision is made based on

f (xtest) = sign


lis∑

j=1

cis
j λ

is
j Kis (xtest, x

is
j ) + bis

j

 . (12)

4. Experimental Results

4.1 Experimental Setup

To show a viability of the proposed algorithm, the various
face/non-face pattern classifiers, which have different fea-
tures or different SVM architectures, were trained under

the same condition and evaluated on two sets of gray im-
ages. Set A contained 400 high-quality images with one face
per image from the Olivetti laboratory image database [23].
Set B contained the randomly selected 36 images of mixed
quality of 172 faces from the Rowley [12] test set. Set A
involved 1684800 pattern windows, while Set B involved
6178110. For comparison of classifiers in terms of detection
performance, the classifiers are applied to image windows at
all possible positions and scales and faces are detected with
a common simple refinement process [12], [13].

In the training, various face, near-face and random non-
face images were collected and normalized to 20×20 pixel
resolution. The training face images include artificially
rotated, shifted and resized faces. The near-face patterns
were identified among non-face patterns as those exhibit-
ing a small vector distance to the average vector of training
faces and enlarged by a bootstrap technique. 2,000 faces,
3,000 near-face patterns and 10,000 random non-face pat-
terns were finally collected. It is noted that the training set
as well as the test set is common for methodological com-
parison of the proposed method and the other conventional
approaches. Although the training and test set are not as
large as those in [4], [6], [12], [13], they are enough to show
the comparative benefits of the different methods.

4.2 Evaluation of the Composite SVMs with the Extended
Discriminative Features

4.2.1 Comparison of Feature Extraction Methods

SVMs with different feature sets are compared in terms of
face detection accuracy. For the extended discriminative
feature set, we selected 50 significant eigenvectors to rep-
resent the each of the face and near-face training set. This
number was chosen to enough represent the training im-
age space in the sense of reconstruction errors. Thus, ICA
yielded 50 independent components. Consequently the ex-
tended discriminative feature set consists of 102 features:
50 projection coefficients in the face subspace, 50 projection
coefficients in the near-face subspace and 2 residual errors.
A single non-linear SVM was commonly trained to discrim-
inate between the face training images and the near/non-face
training images. The SVM has a polynomial kernel of de-
gree 2. The trade-off constant for the face class was typi-
cally set to 2 and the constant for both the near-face and the
random non-face class was set to 1.

Table 1 shows the detection results of the SVM clas-
sifiers combined with different feature sets: 50 projection
features in the PCA/ICA face subspace, which have been
applied to SVM in the previous face detection method [19],
and the extended PCA/ICA feature sets. The proposed ex-
tended features significantly increase the detection perfor-
mance for both PCA and ICA representation. In Fig. 5, the
performances of SVMs with the ICA feature sets such as
just 50 face features, 100 face/near-face features, and 51
face/residual features, show that the near-face features and
the residual features independently contributed to the ac-
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Table 1 Detection results of the combined SVM with the different fea-
ture sets.

Set A Set B
Detect rate/False
alarms

Detect rate/False
alarms

PCA-SVM N/A 85.4%/136
ICA-SVM 97.2%/3 84.3%/127
Extended PCA-SVM N/A 90.1%/59
Extended ICA-SVM 98.5%/4 90.1%/62

Fig. 5 ROC curves on set B.

Table 2 Training and test results of the different SVM architectures on
set B.

Training Testing
Margin/# of SVs Detect rate(in

%)/False alarms
Single Nonlinear
SVM

0.215/439 93.5%/120

Composite Non-
linear SVMs

0.594/119.6 93.5%/135

Composite Linear
SVMs

0.221/157 93.5%/1989

curacy improvement. While the extended feature set gave
a significant improvement over the conventional projection
coefficient features in face subspace, ICA yielded similar
performance with PCA both in the extended and conven-
tional feature schemes.

4.2.2 Comparison of SVM Architectures

Table 2 shows the learning and test results of the different
SVM structures with the extended discriminative feature set
on Set B. For the proposed composite scheme, a weighted
average of margins and the numbers of SVs were calculated
by

h =
1

10

10∑

k=1

mk

m
· F(k) (13)

with the weights determined by the relative cluster sizes, i.e.
mk is the number of training patters assigned to the k-th clus-
ter and m is the cardinality of the training set. F(k) is the
margin or number of SVs of the k-th SVM. In this exper-
iment, the number of clusters was arbitrarily set to 10. It
is noted that the proposed composite scheme of SVMs pro-
vides a larger margin and a smaller number of SVs making
the algorithm to be approximately 4 times faster and have a
similar face detection performance compared to the single
SVM trained from the entire data set. The composite struc-
ture is also expected to work well for a new data set with the
benefit of the larger margin. Linear SVMs were not power-
ful enough to learn reliable decision boundaries for the 10
face and near-face sub-spaces. Intuitively one might expect
that the local SVMs would also enhance the detection per-
formance. However this hypothesis proved to be untrue on
this test set due to the fact that local decision boundaries lose
some part of the global boundary and this can have a detri-
mental effect on test patterns. The detection accuracy can be
further enhanced by using overlapping training sets for each
local SVM and selecting the optimal number of local classes
on the given data, which would be an interesting extension
to this work.

4.3 On Real-Time Implementation

The proposed face/non-face classifier is combined with a
pre-processing stage for real-time detection performance.
The role of the pre-stage is to largely reduce the search range
of the proposed classifier which has a relatively heavy com-
putation but elaborate decision. The face detectors based
on Adaboost algorithm [6], [10] can be a good preproces-
sor in this study. The speed of the Adaboost detector is
about 66 ms on 320×240 images for a Pentium IV 1 GHz
PC, which enables real-time performance of the proposed
detector.

To briefly explain the combination of the two face de-
tectors, the Adaboost face detector with a threshold adjust-
ment is applied to eliminate a huge number of candidate
windows for the proposed detector. The windows that pass
this test are then submitted to the proposed classifier to per-
form the final classification of the content into face and non-
face categories. The Adaboost detector consists of multiple
cascade layer classifiers itself and each layer classifier has a
certain threshold to decide whether the pattern coming from
the previous layers is a face or not. The threshold of the last
layer classifier of the Adaboost detector was adjusted to con-
trol the number of candidate windows about the proposed
classifier. The Adaboost detector was trained on the same
data set which was exploited to learn the proposed classi-
fier. The training set was depicted in Sect. 4.1. Figure 6
shows the detection performance curves of the Adaboost de-
tector and the combined algorithm. The detection rate of the
pure Adaboost was similar to the SVM classifier with just
50 face features of PCA or ICA. The combined algorithm
achieved a higher detection rate owing to higher accuracy
of the proposed classifier. The speed of the combined al-
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Fig. 6 ROC curves of the combined algorithm of the proposed classifier
and the Adaboost detector for the set B.

Fig. 7 Efficient image storing by detecting faces in the video surveillance
system.

gorithm is similar to that of the Adaboost detector because
the Adaboost as a preprocessor throws out most non-faces
and the proposed SVM based classifier is much lightened
by using the composite scheme.

5. Conclusion

We have presented an efficient method of face detection
for surveillance applications. The developed face detec-
tion technology can help the conventional video recording
systems to relieve their excessive storing by selecting key
frames which involve a face as shown in Fig. 7. The face,
near-face and error spaces are jointly considered for the ex-
traction of the extended feature set using ICA or PCA. This
extended feature vector significantly increased the detection
accuracy. To speed up the algorithm, multiple SVMs were
trained in local subspaces defined by k-means clustering.
This composite SVM structure makes the elaborative classi-
fier approximately 4 times faster. The problem of choosing
the optimal number of local sub-spaces still remains open is-
sues for future work. We also have implemented the classi-
fier for real-time detection of faces. The suggestion involves
using the new algorithm in a chain, with the Adaboost face

detector performing the initial filtering of candidate face im-
ages. The proposed face/non-face classifier, which is slower
but more accurate, performs the final classification of the
content of the candidate windows into face and non-face cat-
egories. In this way the speed of the cascade face detector is
not compromised.
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