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ABSTRACT 

We propose a method of efficient face description for 
facial image retrieval from a large data set. The novel 
descriptor is obtained by decomposing the face image into 
several components and then combining the component 
features. The decomposition combined with LDA (Linear 
Discriminant Analysis) provides discriminative facial 
features that are less sensitive to light and pose changes. 
Each component i s  represented in its Fisher space and 
another LDA is then applied to compactly combine the 
features of the components. To enhance retrieval accuracy 
further, a simple pose classification and transformation 
technique is performed, followed by recursive matching. 
The experimental results obtained on the MPEG-7 data 
set show an impressive accuracy of our algorithm as 
compared with the conventional PCAIICAILDA methods. 

1. INTRODUCTION 

Many algorithms have been developed to deal with face 
image retrieval from huge databases such as those found 
in Internet environments[ 1,2,3]. Such retrieval requires a 
compact face representation which has robust recognition 
performance under lighting and pose variations. The 
partitioning of the face image into components was shown 
to facilitate efficient and robust recognition in our 
previous study[7]. It has the advantage that image 
variation due to pose and/or illumination change within 
each component patch is more easily compensated than 
that of the whole image. Furthermore, a facial component 
can be weighted according to its importance. The 
component with a large variation is weighted less in the 
matching stage. Finally, an LDA encoding is more 
effective at the component level, which has simplified 
statistics, than for the whole image. 

In this paper, we combine the component-based 
representation with LDA. First, initial pose estimation and 
compensation are carried out based on the full face image. 
The image is then partitioned into several facial 
components to simplify image statistics. The components 
are encoded by LDA to compensate for the effects of 
illumination and expression variation. Another LDA is 
then applied to a collection of the component-based LDA 
representations yielding a compact description. The 
decomposition and combining of the facial space with 

LDA effectively solves the problems of face retrieval and 
person identification. Finally a recursive matching is 
proposed to further improve the retrieval accuracy. 

Section 2 explains the approach of component-based 
description with the cascaded LDA. The pose 
compensation method and the recursive matching are 
described in Section 3 and Section 4 respectively. Section 
5 presents the experimental results and Section 6 draws 
the paper to conclusion. 

2. COMPONENT-BASED LDA FACE DESCRIPTOR 

In this paper, LDA applied to a whole face image is called 
'the holistic LDA' and LDA applied to image components 
is called 'the component LDA'. Although the component 
scheme encodes a face image with the benefit of good 
linear property and robustness to image variation, it lacks 
relational information between the components. To 
overcome this problem, a two stage LDA is considered 
which combines both sources of information. 

2.1. DecompositionIRepresentation of a Facial Space 

Given a set of N training images {x, ,x  *,..., .,}, a set of 
LDA transformation matrixes is extracted. First, all the 
images are partitioned into L facial components. The 
image patches of each component are represented in a 
vector form with the k-th component being denoted as I.,* ,..., .,,'I. Then, for the k-th facial component, the 

corresponding LDA transformation matrix W' is 
computed. 

During testing, the L vectors h', ..., c L }  corresponding 
to the facial component patches are extracted from a face 
image x of the test data set. A set of LDA feature vectors 
y =b' , . . . ,y '}  is extracted by transforming the component 
vectors by the corresponding LDA transformation 
matrices as 

y' =(w*)'c', k=1,2 ,..., L .  (1) 
Thus for the component-based LDA, a face image x is 

represented by a set of LDA feature vectors bo, . . . , y L } .  
This set is augmented by the LDA coefficients y o  of  the 
holistic image to yield combined representation 
ly0;y' ,...,y',}. 
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Figure 1. Architecture of the Component-based LDA Face Description 

2.2. Combining Component Features - Cascaded LDA 

The dimensionality of the simple collection of the 
component features derived in the previous section is 
quite large. In order to reduce this dimensionality, and to 
determine the appropriate weighting for these features, the 
combined representation ~ D ; y ' , . . . , y ' }  is transformed by 
another LDA. The resulting two stage process is referred 
to as "cascaded L D A .  It is illustrated in Figure 1 .  A face 
image is represented as a merged vector f of the 
normalized LDA feature vectors y. An LDA 
transformation matrix w,,, is computed for the merged 
vectors of the training face images. This LDA allows us to 
control the dimension of the final descriptor z. Note that 
large eigenvalues indicate the corresponding 
transformation vectors to be more discriminative. 
Moreover, the elements of the LDA transformation matrix 
define the weights for the component features. The 
diagonal terms of the matrix reflects the importance of 
each feature and the off-diagonal terms assign weights for 
the combinations of the features. The proposed final 
description z is given by 

7. = (w*"d)J f ,  (2) 
CTU[6] applied Generalized Discriminant Analysis 

(GDA), a nonlinear version of LDA, to our component- 
based LDA descriptor as a combiner. They achieved good 
retrieval performance by considering the facial space to be 
nonlinear. However, the complexity of the feature 
extraction and matching in this method is too high to be 
applied to large data sets. 

3. POSE CLASSIFICATION AND COMPENSATION 

When the component positions are well aligned, facial 
pose can be compensated, yielding accuracy improvement 
[4]. However, facial component detection in natural 
environments is difficult. Here, a pose classification 
technique and 2D affine transformation are combined for 
pose compensation based on a holistic facial image. 

First, for the training of the pose classification stage, 
the face images are manually clustered according to 
quantized 5 pose sets (frontal,right,lefi,up and down). For 
each pose class, eigenfaces are extracted by PCA. During 
the pose classification stage a test image is projected into 
the five different Eigen-subspaces corresponding to the 
t int  few eigenfaces of each pose class. The image is 
classified into the class with the smallest projection error 
PI .  

Second, for pose compensation, the inverse mapping is 
performed by a pre-computed affine transformation 
corresponding to the pose class. The transformation from 
each pose class to the frontal pose class is determined by a 
matrix that establishes the correspondence of facial 
feature points between the frontal pose class and each 
pose class. AAer the pose transformation, the component- 
based scheme is utilized for description and similarity 
computation, resulting in higher face retrieval accuracy 
for the pose data set. 

4. RECURSIVE FACE MATCHING 

A novel recursive matching shown in Figure 2 has been 
adopted. When a face image is encoded, the 
representation contains environmental variation as well as 
the face characteristic. When a query face is presented, 
the retrieved faces reflect the encoding error of the query 
face image injected by the environmental variations. The 
faces obtained under the similar imaging conditions will 
be retrieved successfully. Assuming that the most of the 
top ranked retrieved have been identified by the face 
characteristic, the rank one face image will encapsulate 
slightly different environmental variations from that 
affecting the query face. This means that it can be used as 
an another query face. Should the first retrieved face be a 
wrong answer, the effect of the second retrieval by the 
new query is weakened by weighting the matching scores 
between the new query and the original query. The 
process can be conducted recursively. 

To reflect the matching by the new query q ' ,  the score 
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Figure 2. Block Diagram of Recursive Matching 

array {s ( i ) l i  = I ,  ...,M} with a buffer of size M, is 
updated by 

s ' ( i )=s( i )+w,  .D(q',q:), (3) 
where W, denotes a weighing constant. Q ~ , , ~ ~ )  denotes 
Euclidean distance of feature vectors z, and z2 in (2). As a 
result, we obtain a re-sorted face image set 
(4: I i = l,.,.,M] and the corresponding score array 
{s'(j) I i = I, ..., M } .  This procedure is performed 
recursively. Note that the additional computational 
complexity of the recursive matching can be ignored in 
comparison with that of the simple matching which only 
utilizes an original query because the new matching and 
sorting procedure is repeated only within the buffer, not 
the whole database. 

5. EXPERIMENTAL RESULTS AND DISCUSSION 

The experimental face database obtained by MPEG7 
standardisation effort is used in this study. It consists of 
five databases: the extended version I MPEG-7 face 
database (El), Altkom database (A2), MPEG-7 testset in 
XMZVTS database (M3), FERET database (F4), and 
MPEG-7 testset in the Banca database (B5). The details 
are described in Table 1 ,  The total number of images is 
11,845. All the images in the database are manually 
normalized to 46x56 pixels, fixed eye positions. The 
experiments were strictly separated for the Waining and 
test part as shown in Table 2. All the parameters such as 
the basis vector are extracted from the training set and all 
test images are utilized as a query image. As a measure of 
retrieval performance, we use ANMRR (Average 
Normalized Modified Retrieval Rate) specified in [9]. 
ANMRR is 0 when all ground truth images are ranked on 
top, and it is 1 when all ground images are ranked out of 
the first m images. The retrieval performance of each 
component is shown in Table 3 in terms of ANMRR. 

Three kinds of sub-space methods for the whole face 
image, PCA, PCA-ICA, LDA were compared. The 
Bartlett's PCA-ICA technique [5] was adopted wio the 
first 8 eigenfaces to remove illumination effects. From the 
Table 4, we see that the PCA-ICA largely outperforms 
PCA and the proposed component scheme also 
significantly enhances the performance of the PCA-ICA. 
The results of Ex. 1-1 in Table 5 shows that the 
supervised leaming LDA outperforms both PCA and 
PCA-ICA. This is because the class specific learning is 
much more profitable to eliminate various changes while 
keeping identity information. It is noted that the proposed 
componentlor combined scheme significantly enhances 
the performance for both unsupervised and supervised 
feature extraction methods. 

Table 5 summaries the generalization performance of 
the holistic LDA, the component LDA and the combined 
LDA. Note that the component LDA highly outperforms 
the holistic LDA in the case of small training data. Two 
have similar performance in Ex. 1-1, which uses a half of 
data set for training and the other half for the test. While 
the holistic LDA can be over-trained giving a poor 
generalization, the component LDA learns evenly from 
the whole region of a face image by separating the 
components. The proposed combined LDA scheme 
further improves the retrieving accuracy. 

The pose estimationlafine transformation provided the 
additional enhancement in facial image retrieval as shown 
in Table 6. The overall performance was enhanced with a 
bigger improvement for the data sets which have large 
pose variation like Altkom(A2) and XMZVTS(M3) data 
set. However, we see that the linear affine transformation 
could not solve the pose problem basically due to the non- 
linearity of the face pose set. The results for A2 and M3 
are much worse than that of E l ,  Any benefit of non-linear 
feature extraction or transformation should be further 
investigated for the pose problem taking the complexity 
into account. 

The weighted sum of cross-correlations is defined by 
(4) 

.. .. .. .. 

where y, ,yzare  the component LDA feature vector sets 
of two face images. The weights wk were heuristically 
chosen reflecting the performance of each component 
shown in Table 3. The proposed LDA which is applied to 
the merged vector yields an eficient representation in 
terms of both accuracy and descriptor size. In Table 7, 
compared with the weighted sum method (4), the 
cascaded LDA has much smaller descriptor size with a 
similar retrieval performance. The performance of the 
cascaded LDA was comparable to that of GDA [6] with 
approximately one tenth of GDA complexity of feature 
extraction and matching. Finally, the proposed recursive 
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Table 1. Face Dataset Table 2. Ewer imenta l  Protocol 

Unit :AN?dRR 
HolirtisLDA 

ComponmtWA 
CornbiandLD.4 

3-1 
[hain:tcrl=19] M3 147 1,470 ~3 148 1.480 

F4 174 4 m  
Total 504 3,655 Total 558 8,190 

Ex.2-1 Ex. 2-2 Ex. 1-1 
0.524 0.198 0.100 
0.159 0.104 0.107 
NIA NIA 0.067 

‘[Ex No. 3.11 
unit: ANMRR ITOM I A2 I B5 1 E l  I M3 

I I I I I I 

matching was applied to a face descriptor for more 
accurate image retrieval. The optimal number of the 
recursive matching steps and the size of the buffers were 
examined through the repeated retrieval experiments. It is 
noted that the recursive retrieval yields an additional 
accuracy enhancement with negligible computational 
costs. 

6. CONCLUDING REMARKS 

In this paper, we have proposed a face description based 
on face image decomposition and the projection of each 
component by LDA. The component LDA augmented by 
the holistic LDA is then transformed by another LDA. 
The method gives imprkssive retrieval accuracy compared 
with the conventional PCAIICAILDA techniques. The 
dimensionality of the descriptor and therefore its 
computational complexity are very low. The experimental 
results showed that the proposed description yields better 
generalization performance and that it is feasible 
application to large data sets. 
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