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Abstract 

 

This report describes a method to recognize alphabet characters from a detected 

fingertip motion trajectory, of hand gestures, using HMM (Hidden Markov Models). 

For this purpose a dataset of recorded gestures was created.  Orientation features from 

the gestures are quantized to generate code-words. HMM using Left-Right-Banded 

(LRB) topology is used with different number of states ranging from 3 to 10 and 

different number of observation symbols ranging from 8, 12, 18 . The best performance 

is achieved with 5 states and 8 observation symbols. 

 

Introduction 

Hand gestures are of much importance in Human-Computer Interaction and the 

Computer Vision field. They are an active area of research with the objective being to 

bring the performance of human-machine interaction close to human-human 

interaction. There are many applications of the hand gesture recognition. Sign-

language recognition [1], communication in video conference [2], using a finger as a 

pointer for selecting options from a menu [3]. Over the last few years there have been 

many publications for hand gesture and motion recognition for both alphabet 

characters and numerical ones [4] [5] [6] [7] [8]. 

Hidden Markov Models have become very popular in handwriting recognition and 

are being used in spatio-temporal pattern recognition. The reason for that is their 

distinctive ability to learn model parameters from observation sequence through 

Forward-Backward, Baum-Welch for training and Viterbi algorithm for pattern 

classification. This report describes a Hidden Markov Model based method to 

recognize alphabet characters from an already detected fingertip motion trajectory. 

 There are many free datasets available to download online. The gestures in them 

are recorded with the subject sitting in front of the camera, which is recording either 

the motion trajectory of the hand centroid or the motion trajectory of a fingertip. A 

new dataset was necessary because the dataset on this report was recorded with the 

subject wearing the camera, so that it would record the fingertip motion from the 

subject’s point of view. The recorded dataset contains fingertip motion trajectories 

which represent writing gestures. These, are spatio-temporal patterns. Therefore, it is 

reasonable for differences to occur amongst people. So, a time-independent method is 



used to define the trajectories, as a sequence of directional angles which are then 

translated into the observation symbols and characterize a gesture. Each letter is then 

mapped to a different Hidden Markov Model.  

 

Recognition System Implementation 

 

The system is designed to classify the gesture path generated from a single fingertip 

motion trajectory by using HMM. Using the same system gesture paths generated from 

hand motion trajectory can also be recognized. The implementation consists of 3 main 

stages. 

(1) Preprocessing: track the fingertip to generate its motion trajectory. 

(2) Feature extraction: enhance the gesture path. Quantize the orientation. 

Determine the discrete vector (Observation symbols). 

(3) Classification: the gesture is classified and recognized using the discrete vector 

and Left-Right Banded model. 

 

A. Preprocessing 

 

This stage has been already implemented by Guillermo Garcia-Hernando, PhD 

student in Computer Vision and Learning Lab, Imperial College. For the recordings a 

Creative camera was used. The algorithm was implemented using OpenCV code in 

Microsoft Visual Studio 2010 C++. Using the camera’s set-up infrared depth system, the 

algorithm detected the hand of the subject and the upper point of the extended index 

finger (Fig. 1). The subject was able to start and stop recording the fingertip motion 

tajectory. Each frame sequence was recorded at approximately 40 frames/second at a 

resolution of 360x240 pixels. The motion trajectory is saved frame by frame both in 

pictures and in Cartesian system coordinates. The dataset consists of 10 recorded frame 

sequences per letter, 260 in total. 

 

 

B. Feature extraction  

 

Selecting the best features to describe the gesture path, play a significant role in 

performance. Three are the basic features: Location, Orientation and Velocity. 

Orientation is proven to be the most discriminant of the three, followed by velocity 

and location [5][6][7]. Therefore, in this report, orientation is used as the feature to 

describe the fingertip gesture trajectory. A gesture trajectory is considered to be the 

spatio-temporal pattern of the fingertip location Lt. 

             ,(t = 1,2,3,…,T) (1) 

Figure 1: Motion trajectory of detected fingertip 



  
The variable t represents the frame number with T being the last frame and the 

completion of a gesture. The orientation feature is represented by ‘ϑt’. It is computed 

using successive frames of gesture path (Fig 2). 
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The extracted feature is further quantized by dividing it, and mapped to different 

decision regions. At first, only 8 codewords were considered, but in order to compare 

results to published papers 12 and 18 were considered as well, as in [5][6] (Fig. 2). 

  

 

The feature vectors extracted differ in size, from gesture to gesture, depending on 

the time of completion for each alphabet, which is affected by the complexity and the 

shape of the gesture. So, the data were to be aligned in order to be comparable. [9] 

Presents an algorithm to align data so that the vectors of each alphabet are the same 

length. 

 

C. Classification 

 

A discrete Hidden Markov system using Left-Right Banded (LRB) topology is used, 

where each state can lead to itself or the next state only. Hidden Markov Model 

topologies include Left-Right and Ergodic but in [4] and [10] it is concluded that LRB 

topology is always better LR and Ergodic. Therefore, in this report LRB topology only is 

used (Fig 3). 

 

1) The Hidden Markov Model: A Hidden Markov Model is a mathematical 

model of stochastic processes [11][5]. An HMM is represented by a triple: 

 

          (3) 
 

These parameters represent: 

 An N-by-N transition matrix A = {aij}, with ‘N’ being the number of states in 

every model. 

Figure 2. Orientation and its codewords 



 An N-by-M observation matrix B = {bim}, with ‘M’ being the number of 

observation symbols. 

 An initial probability for each state Πi, i=1,2,…,N. 

 

 

 

2) Initializing Parameters: About the number of states, the segmented parts of 

every letter were taken into account. A different number of states per letter and a fixed 

one were considered with optimum 5 states. The parameters of HMM for the LRB 

model initialization are the same as in [5]. (Eq.5) describes the matrix A, which 

depends on the duration time d of states for every alphabet (eq.4). 
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The second parameter is also very important. Matrix B is determined by (eq.7), 

where all the elements of this matrix are initialized with the same value for all the 

different states. 
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 (7) 

 

The third parameter is the initial state distribution vector ‘Π’ (eq.8) which will 

ensure that the system initializes from the first state  
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3) Model Training and Evaluation   

Separate HMMs are trained for each alphabet using Baum-Welch algorithm. The 

inputs of this algorithm are a discrete observation vector from feature extraction stage 

and the initialized parameters. The outputs A,B,Π are an improved guess of the initial 

parameters, the trained model. 

Figure 3: Left-Right Banded Model with 5 states. 



In this report, given test data, the trained models are evaluated using the log-

likelihood. To classify a test sequence into one of 26 classes, one per HMM, the log-

likelihood of each model and the test sequence is computed; if the first model is the 

most likely, then the sequence is declared to be of class 1, that is alphabet  ‘a’. Leave-

one-out cross validation is used. 

After the sequence classification, the most probable sequence of states for each 

class is computed using the Viterbi algorithm. Then, each path is compared to the 

known path from the database and recognized. 

 

Simulation Results 

 

The recognition system was simulated in MATLAB language using Kevin Murphy’s 

HMM toolbox for HMM based system. The simulation was based on 10 recorded frame 

sequences for every letter, 9 of them were used for training and 1 of them, randomly 

selected, for testing. The dataset was aligned so that every alphabet’s path would be of 

the same length. The simulation was run for M= 8, 12 and 18 observation symbols, with 

3-10 states, 10 times for each number of states. Results are shown below for fixed 

number of states. Results for different number of states per alphabet are not shown as 

they are insignificant to those below. 

The successful alphabet classification rate was calculated as the mean of 10 

simulations for each different number of states:  
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The successful recognition rate for each alphabet was calculated as the mean path 

match rate of 10 simulations for each number of states:  
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Observation symbols M 

8 12 18 

Number of states Rp Rc Number of states Rp Rc Number of states Rp Rc 

3 0.8636 0.8538 3 0.8622 0.8731 3 0.8612 0.8769 

4 0.7949 0.8654 4 0.7921 0.8385 4 0.7995 0.8615 

5 0.7432 0.8962 5 0.7402 0.8192 5 0.7355 0.8385 

6 0.6968 0.8346 6 0.7 0.8077 6 0.6914 0.8115 

7 0.6691 0.8308 7 0.6533 0.8115 7 0.6507 0.8923 

8 0.6206 0.8346 8 0.62 0.8346 8 0.6164 0.8423 

9 0.5858 0.8538 9 0.579 0.8423 9 0.5721 0.8577 

10 0.5624 0.8346 10 0.5412 0.8615 10 0.5492 0.8154 



Best results are achieved with M=8 observation symbols and 5 states. Overall 

89,62% of alphabets were correctly classified to the corresponding alphabets. By 

comparing their path to the known paths from database, there was a 74,32% state 

sequence match. Really close in alphabet classification was the model with M=18 

observation symbols and 7 states, with 89,23% but with poorer path sequence match 

65,07% .  

 

 

 

Summary and Conclusion 

This report describes a gesture recognition method for alphabets, according to the 

motion trajectory of an index’s fingertip. The method has 3 stages. Preprocessing 

where the trajectory is captured, feature extraction where the orientation is quantized 

and classification where every fingertip gesture is classified in one of 26 alphabets and 

compared to said alphabet. Result show that best gesture classification is achieved 

with M=8 observation symbols and 5 state models with overall 89,62% correct 

classification and 74,32% path recognition. 
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