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Adaptive Learning for Celebrity
Identification With Video Context
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Abstract—In this paper, we propose a novel semi-supervised
learning strategy to address the problem of celebrity identifica-
tion. The video context information is explored to facilitate the
learning process based on the assumption that faces in the same
video track share the same identity. Once a frame within a track
is recognized confidently, the label can be propagated through the
whole track, referred to as the confident track. More specifically,
given a few static images and vast face videos, an initial weak
classifier is trained and gradually evolves by iteratively promoting
the confident tracks into the “labeled” set. The iterative selection
process enriches the diversity of the “labeled” set such that the
performance of the classifier is gradually improved. This learning
theme may suffer from semantic drifting caused by errors in
selecting the confident tracks. To address this issue, we propose
to treat the selected frames as related samples—an intermediate
state between labeled and unlabeled instead of labeled as in the
traditional approach. To evaluate the performance, we construct
a new dataset, which includes 3000 static images and 2700 face
tracks of 30 celebrities. Comprehensive evaluations on this dataset
and a public video dataset indicate significant improvement of our
approach over established baseline methods.

Index Terms—Adaptive learning, celebrity identification, re-
lated samples, semi-supervised learning, video context.

I. INTRODUCTION

ITH explosive development of social network and

video sharing websites, an efficient and accurate way
to index and organize images and videos according to the
identities of the involved persons becomes heavily demanded.
Consequently, automatic character identification [1], [2], [3],
which detects character faces in photos or movies and asso-
ciates them with corresponding names, has attracted lots of
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attention in computer vision. Among many applications of
character identification, celebrity-related tasks draw the most
attention due to the common interest of people in celebrities.
Furthermore, celebrity identification has been considered as a
crucial step for image/video semantic analysis [3], [4], [5] with
growing research enthusiasm in multi-media technologies.

To this end, researchers have proposed many methods for
celebrity identification [6], [7], [8]. Nevertheless, as mentioned
in [1] the problem still remains tremendously challenging due
to: 1) lack of precisely labelled training data; 2) significant vi-
sual variations in terms of human pose, light, facial expression,
etc.; 3) low resolution, occlusion, nonrigid deformation, large
motion blur and complex background in the realistic photo-
graphic conditions.

An intuitive way to deal with these challenges is to collect
a large-scale face database with sufficient data diversity and
reliable ground-truth label. However, the enormous amount of
manual work required in data labeling hinders constructing such
a dataset. On the other hand, the rapid development of the In-
ternet provides easy access to a large collection of unlabeled
face data. Commercial search engines, such as Google, can re-
turn a large pool of images corresponding to a certain celebrity
within just several milliseconds. Large video sharing platforms,
such as YouTube, receive around 100 hours of videos uploaded
every minute. The massive data available online and the easy ac-
cessibility have motivated researchers to investigate how to im-
prove the performance of traditional learning based multimedia
analysis methods utilizing such a large unlabeled dataset. As a
result, semi-supervised learning [9], [10], [11] has drawn plenty
of research interest during the past few decades.

In this work, we propose a novel way of utilizing video con-
text to boost the recognition accuracy for celebrity identifica-
tion with limited labeled training images. Compared with face
images returned by search engines, faces in videos are captured
in an unconstrained way and present more variations in pose,
illumination and so forth. Moreover, although noisy, videos are
usually accompanied by reliable context information that can be
used for de-noising. In this paper, we extract face tracks from
downloaded videos and build the celebrity identification frame-
work with a simple but effective assumption, i.e. faces from the
same face track belong to the same celebrity. More specifically,
our system learns a weak classifier from a few labeled static
images. The learned classifier is then used to predict the labels
and confidence scores of all the frames within each video track.
The frames are ranked with regard to the confidence scores and
the track possessing the frame with highest confidence score is
chosen as the confident track. The video constraint enables the
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Fig. 1. Illustration of the proposed adaptive learning framework. The initial classifier is trained on a small set of static images (image seeds), and then used to
label the frames within each video track. If a certain frame is assigned with a confident label, all the frames within the same track are promoted into the related set
and utilized to update the classifier in the next iteration such that the classifier gradually evolves.

propagation of predication labels across the frames of the confi-
dent track, which is then promoted into the related set, as illus-
trated in Fig. 1. The update of the classifier is realized under the
supervision of related samples in the related set. This select-up-
date process is iterated for multiple times such that the classi-
fier evolves with improved discriminative capacity gradually.
The proposed learning theme has certain analogy to some re-
cent biological studies of the cognitive process of human brains.
According to Adaptive Resonance Theory (ART) [12], human
brains form the resonant states depicting the links between vi-
sual inputs and semantics in the initial learning stage and search
for the good enough matches to enhance the understanding of
objects or people gradually in an adaptive learning manner.

The proposed method shares certain similarity to self-training
[13], [14] since both of them adopt a mechanism of iteratively
selecting samples from the unlabeled set to improve the perfor-
mance. The difference lies in that our approach introduces the
video context constraint into the selection process, such that the
positive samples that cannot be recognized confidently may still
be promoted. Self-training often suffers from the well-known
semantic drifting [15]. It occurs when the size of the labeled set
is too small to constrain the learning process. More specifically,
the errors in selecting the best samples may accumulate, and
consequently newly added examples tend to stray away from the
original concept. Existing solutions to semantic drifting mainly
focus on improving the accuracy in the selecting process, among
which co-training and active learning are two major research di-
rections. This paper, on the contrary, explores from a different
perspective. Instead of struggling to select the correct samples,
we aim to design a classifier robust to the selection errors by
treating selected samples as related rather than “labeled”. More
specifically, we decrease the influence of the selected samples,
or related samples as termed in this work, to guarantee that their
influence is weaker than labeled samples. Furthermore, the in-
fluence of a specific related sample is re-weighted based on the
corresponding confidence score, so that discriminative samples
are emphasized while noisy and none-discriminative samples
are suppressed at the same time.

II. RELATED WORK

Celebrity identification is a specific application of face recog-
nition. Previous works on celebrity identification can be gen-
erally categorized into two groups: a) face recognition consid-
ering correspondence between face and text information; b) face
recognition utilizing a large manually labeled image or video
training set.

In the first group, the textual information is used to provide
extra constraint in the learning process. An early work of Satoh
et al. [3] introduced a system to associate names located in the
sound track with faces. Berg ef al. [6] built up a large dataset by
crawling news images and corresponding captions from Yahoo!
News. Everingham et al. [2] explored textual information in
scripts and subtitles and matched it with faces detected in TV
episodes. However, the main disadvantage in the studies of the
first group is the heavy dependence on associated textual infor-
mation. In most cases, nevertheless, the assumption that textual
information is available does not always hold, and errors may
occur in the given text description.

The other group aims at learning a discriminative model
based on a manually labeled dataset. For example, Tapaswi
et al. [16] presented a probabilistic method for identifying
characters in TV series or movies, and the face and speaker
models were trained on several episodes with manual labeling.
In the work of Liu et al. [17], a multi-cue approach combining
facial features and speaker voice models was proposed for
major cast detection. However, the performance of supervised
learning methods mentioned above was usually constrained by
the insufficiency of labeled training samples. Much research
interest has been drawn by scenarios where only a limited
number of labeled training samples are available, which are
much more common in reality.

To overcome this scarcity in the training set, Semi-Super-
vised Learning (SSL) based methods [9], [10], [11] are proposed
in many studies based on the assumption that unlabeled data
contain the information of underlying distribution and thus can
facilitate the learning process. The explosive development of
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video sharing websites, such as YouTube, provides easy access
to such a large unconstrained and unlabeled training set. Plen-
tiful studies have been conducted using video data in multiple
active fields of computer vision, including object detection [18],
[19], object classification [20], person identification [21], action
recognition [22], and attribute learning [23].

Among various SSL methods, one of the classic is the boot-
strapping based method, also known as self-training. For in-
stance, Cherniavsky et al. [24] trained a classifier on a set of
static images and used it to recognize attributes in videos. Chen
et al. [22] addressed the action recognition task by learning
generic body motion from unconstrained videos. In their ex-
ample-based strategy, the most confident pose is located in a
nearest-neighbor manner and then added into the training set.
Kuettel et al. in [25] proposed a segmentation framework on the
ImageNet dataset by recursively exploiting images segmented
so far to guide the segmentation of new images in a bootstrap-
ping manner. Choi et al. [23] proposed to expand the visual cov-
erage of training sets by learning from confident attributes of
unlabeled samples. It was also claimed that even though some
attributes were selected from other categories, they could lead
to improvement in category recognition accuracy.

A typical issue in the self-training methods is caused by
the error in labeling confident samples in each iteration -
early errors will accumulate by including more and more false
positive samples, causing semantic drifting as mentioned in
[15]. Most researchers solve this problem by trying to increase
the labeling accuracy in selection. Conventional approaches
include co-training [26] and active learning [27]. Active
learning iteratively queries the supervision of the users on the
least certain samples. Li and Guo [28] proposed an adaptive
active learning method by introducing a combined uncertainty
measurement. They selected the most uncertain samples to
query user’s supervision. These selected samples are added into
the training set and used to re-train the classifier. Co-training
or multi-view learning, on the other hand, learns a classifier
on several independent feature sets or views of data [27] or
learns several different classifiers from the same dataset [29].
Saffari et al. [30] proposed a multi-class multi-view learning
algorithm, which utilized the posterior estimation of one view
as a prior for classification in other views. In [31], Minh et
al. introduced RKHS of vector-valued functions into mani-
fold regularization and multi-view learning, and achieved the
state-of-the-art performance.

Incremental learning or online learning [32], [33] also in-
cludes a mechanism of iteratively updating the classifier. A
common assumption is that the training samples with labels
are given as in a streaming manner, i.e. not all the training
samples are presented at the same time. Incremental learning
cannot select the confident unlabeled data as in self-training
and its performance is quite sensitive to the label noises. In
this work, we focus on learning a robust classifier with noisy
selected samples. Thus, incremental learning is out of scope in
this work.

We propose an adaptive learning approach for celebrity iden-
tification by incorporating the video context information. More-
over, we introduce the concept of related sample to address the
problem of semantic drifting. Instead of struggling to prevent
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the error in labeling unknown samples, we aim to obtain a clas-
sifier that is robust to selection errors such that the performance
can be improved steadily.

III. OVERVIEW OF ADAPTIVE LEARNING

Adaptive Resonance Theory (ART) [12] is a cognitive and
neural theory to describe how the brain learns to categorize in
an adaptive manner. According to ART, human brain initializes
the resonant states, which links the visual inputs to semantics,
via “supervised learning” and then tries to find “good enough”
matches for the concept in everyday life. These matches are then
used for updating the resonant states in the learning process.

According to ART, the baby may learns in a two-stage
manner—initial learning and adaptive learning.

* Initial Learning. A new born baby has not much knowl-
edge, i.e. resonant states, of recognizing a certain object or
person. Parents, acting as supervisors, show the baby the
links between words (labels) and visual information and
provide some initial labeled samples.

» Adaptive Learning. The baby observes the world by him-
self/herself. When a certain status of a person matches with
the initial pictures in the brain (good match), the baby con-
nects all the visual information of this person with the ex-
isting knowledge to update.

Sharing the similar spirit, our framework includes a two-stage
learning mechanism on a training dataset consisting of: a) la-
beled images for Initial Learning and b) unlabeled noisy data
from the Internet for Adaptive Learning. The images are re-
trieved from Google image using the name of each celebrity
as the query word and then manually labeled. For collecting
the noisy data, we download video clips from YouTube with
tags relevant to each celebrity. Faces in the static images
online are usually taken under similar conditions, e.g., similar
pose, facial expression and illumination. However, faces in the
videos present more variations and thus provide more diverse
training samples for Adaptive Learning. Note that the collected
videos are noisy due to: 1) the videos may not be relevant to
the celebrity and wrongly selected due to the tagging errors of
the users and 2) each video may contain several individuals.
Thus such videos are treated as unlabeled data and fed into the
classifier without using the ground-truth identification during
training.

In this paper, we extract multiple face tracks from the col-
lected videos and exploit the video context information within
the face tracks. We introduce the video constraint into the adap-
tive learning process, i.e., faces from the same track belong to
the same identity. The video constraint has a natural connection
with the “baby learning” process, as mentioned in the above
section. The visual perception of the baby is continuous and
the baby is able to tell the correspondence between the con-
secutive frames, i.e whether these frames share the same iden-
tity. Namely, the baby organizes the visual perceptions in the
real world as tracks of consecutive frames that belong to the
same identity. Our proposed video constraint possesses a sim-
ilar spirit.

Before introducing the details of our methods, we define some
notations here for formal description. Suppose we are given
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in total n training samples of /V individuals, which include /
labeled samples and # unlabeled samples (video tracks), i.e.,
n = [ + u. We denote the initial labeled image set as £, =
{(z1,91),-..,(x1,y1)}, where y; represents the label for the
sample z;. The unlabeled video set consists of K face tracks
{T;li € {1,2,...,K}} with K < wu, and is denoted as U/ =
{{z141:- -, 214u)}. Here {z;.i = 1+ 1,....n} are extracted
frames from the face tracks.

The most straightforward way of utilizing the unlabeled sam-
ples is to treat the most confident unlabeled track 7; as labeled
based on the corresponding confidence score. Here the confi-
dence score can be computed based on the classifier learned
from a few labeled samples. These tracks are termed as con-
fident tracks, which correspond to the “good enough match” in
baby learning process [12]. All the frames within are then as-
signed with the same label as the most confident frame and pro-
moted into the related set denoted as £, (details in Section IV).
Afterwards, the classifier is re-trained with the current “labeled
set”, the union of initial labeled set and discovered related set,
L = L, U L,. The updated classifier then predicts the labels
of all the remaining frames in the video set. To identify mul-
tiple celebrities, the classifier is trained in a one-vs-all manner.
More specifically, we train N binary classifiers, each of which
is learned by taking one class of samples as positive and the
remaining N — 1 classes of samples as negative. The most con-
fident tracks are then selected per class in each iteration. This
is aimed to avoid the dominance of a certain class in the track
selection and balance the response magnitude of all the classi-
fiers. The confidence score of each frame belonging to class j is
computed via a soft-max function g;(-) on the response of each
classifier:

(o = _xPUi(@i) 0}
9l S exp{ i)/}’ M

where f;(-) denotes the binary classifier for the class j and nisa
trade-off parameter for approximating the max function. Large 1
renders almost the same scores for different inputs, while small
7 enlarges the gaps among the output confidence scores.

We compute the confidence scores of all the frames within
each face track. The maximum of these confidence scores within
each track is denoted as MaxF, and the minimum is denoted as
MinF. Different face tracks are ranked in terms of their MaxF
scores and only the top S tracks are selected as candidates for
the following selection. The candidate tracks are then ranked
in terms of their MinF scores, and the track with the largest
MinF score is selected as the confident track. This selection
process is graphically illustrated in Fig. 2. Using this mecha-
nism, we aim to choose the track in which a certain frame is
recognized as the “best match”, and the rest frames are con-
sidered to be “good enough” matches. For better understanding
of this proposed mechanism, consider an extreme case where
there are a large number of candidate tracks. For this case, we
actually selects the most confident tracks by the averaged confi-
dence scores of all the tracks. However, the selection results for
this setting are possibly the tracks with minor between-frame
variation. This may limit the generalization performance of the
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Fig. 2. Illustration of confident tracks selection mechanism. Each large block
represents a face track. The small red block refers to the most confident track and
the blue block refers to the least confident track. Their corresponding confidence
scores are shown inside. The first selection step (left) is based on MaxF and the
second step (right) is based on MinF.

learned classifier. On the other hand, if S is too small, for ex-
ample S = 1, it is quite likely to include false tracks especially
when the initial classifier is trained on a small labeled set. Con-
sidering the total number of video tracks (around 2700) in our
experiments, we empirically set S = 5 throughout the experi-
ments. This small value of S may achieve a good trade-off be-
tween the diversity of the chosen tracks and the selection ac-
curacy. The framework of adaptive learning based on such a
selection strategy is described in Algorithm 1.

Algorithm 1 Framework of Adaptive Learning.

Input:

Initial Labeled Set £,, Related Set £,, = @, Unlabeled
Set U, number of classes N, maximal iteration number N;;..,.,
and .S for TOP-S setting.

Output: Final Classifier ' = {f1..., fx}

l: fori =1 : N, do

2 L— L, UL,

3 Train classifier F{9) = {fl(i'), ey f(\l)} on LUU
4: Compute gi(x;),Vo; e U,k ={1,... ,N}

5 fork =1: N do

6

Compute Maz F' for each track.

7: Choose top S tracks as candidates according to
MazF.

8: Select track 7, with max MinF from S
candidates

9: Set labels for z; € 7, as k

10: L, — L, U{z; €T,}

11: U—U\{z; €T}

12: end for

13: end
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In general, Adaptive Learning is more robust to various
changes in terms of pose, facial expression and so forth. Un-
like traditional semi-supervised learning, confident samples
in Adaptive Learning obtain much higher influence than the
remaining unlabeled samples in the next iteration of training.
With the introduced video constraint, the labels are propagated
from confident frames to those frames that are difficult to label
based on information from the limited initial image seeds. The
promoted unconfident frames usually contain faces with more
variations compared with the initial labeled samples. As a
result, the classifier is trained with enriched “labeled data” with
high diversity, and thus gains improvement on its generalization
performance.

IV. ADAPTIVE LEARNING WITH RELATED SAMPLES

The aforementioned straightforward adaptive approach
simply treats related samples exactly the same as labeled
samples in £,. Such an approach only works in the ideal case
where no errors occur in selecting the confident tracks. How-
ever, selection errors are generally inevitable for the following
two reasons: 1) poor discriminative capability of the learned
classifier in the initial learning stage where the classifier is
trained only with a small number of labeled images; 2) high
similarity between different persons in certain frames. The
errors in the selection process will cause semantic drifting
[15] and degrade the performance of the classifier. To address
this problem, we introduce the concept of related samples,
which is a comprise between labeled and unlabeled samples.
Selected related samples are given higher weights than the
remaining unlabeled samples but lower weights than initial
labeled samples in training the classifier. As a result, the initial
accurately labeled data still contribute most to the learning
process such that the undesired semantic drifting effect brought
by promoting related samples is alleviated in a controlled
manner. In the following subsections, we briefly review the
LapSVM for semi-supervised learning, and then introduce
our proposed related LapSVM, which integrates the adaptive
learning and related samples together.

A. Review of LapSVM

We formulate the aforementioned ideas under the generalized
manifold learning framework. In particular, we adopt Laplacian
SVM (LapSVM), introduced by Belkin et al. [11], as a concrete
classifier learning method in this work. In this subsection, we
first give a brief review of LapSVM.

LapSVM is a graph-based semi-supervised learning method.
A sample affinity graph is denoted as G = {V, £}, where V'
represents the set of nodes (data samples) and E refers to edges
whose weights specify pair-wise similarity defined as follows

Wij = exp(=|lz; — 2]|*/20%), @)

where o is a parameter controlling the similarity based on
sample Euclidean distance and is determined via cross-valida-
tion in this work.
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In LapSVM [11], classifier f is learned by minimizing the
following objective function:

!

Z max(1 —y; f

=1

where || f]|% represents the regularization in corresponding Re-
producing Kernel Hilbert Space (RKHS) to avoid over-fitting.
||£]|? embodies the smoothness assumption on the underlying
manifold, i.e. samples with high similarity have similar classi-
fier responses. Here, we adopt a graph—based manifold regular-

izer as || f||? = Z(f(fm) fx))* W,

By defining the classifier in the RKHS accordlng to the repre-
senter theorem [34], we have the following classifier represen-
tation:

), 0) +va I FI5 + A7 )

I4+u

=3 aihloi,), )
=1

where k(z;,-) is a kernel function in RKHS. In this work, we
adopt linear kernel trading-off the performance and computa-
tional complexity, i.e., k(z;, z;) = zix;.

By substituting Eqn. (4) back into Eqn. (3), the objective
function is equivalently rewritten as

E max{l—y;f

=1

z:),0)+vaa' Ka+via’ KLKa
&)

where o = {ay, @z, ...,a,}T, and K is the n by n gram ma-
trix over labeled and unlabeled sample points. I = D — W is
the laplacian matrix on the adjacency graph G, where D is di-
agonal matrix with d;; = > w;; and W is the weight matrix

defined in Eqn.(2).

LapSVM can be directly applied in our adaptive learning
framework. However, as pointed out before, the cumulative
error in labeling the unlabeled data may cause the problem of
semantic drifting. In the following subsection, we introduce the
proposed related LapSVM to solve the problem.

B. Related LapSVM

Intuitively, to solve the problem of incorrect sample selec-
tion, the influence of selected samples should be more signifi-
cant than the remaining unlabeled samples, but not greater than
initial original labeled samples. Referring to the LapSVM [11],
labeled data are prone to be the support vectors, or in other
words, lying on the margin such that y;(w” z; + b) = 1, while
there is no such constraint on unlabeled data. Selected frames,
however, should lie between the decision boundary (uncertain
unlabeled data) and the margin (labeled data). By considering
the hard constraint in the video, frames from the same track
should be put on the same half-space w.r.t. the classifier deci-
sion boundary, as shown in Fig. 3. These selected samples are
treated as related samples, lying between the labeled and unla-
beled samples.

We propose the Related LapSVM to incorporate the concept
of related sample into LapSVM. Formally, via introducing
a weight p for the related samples in deciding the classifier



1478

(b)

Fig. 3. Illustration on naive Adaptive Learning and Related LapSVM. Blue and
red dots represent labeled samples for positive and negative class, respectively.
Yellow stars represent face frames in a face track (gray curve). A certain frame
(star in blue circle) is recognized as the most confident sample with a positive
predicted label. Block (a) shows the change of margin (blue and red line) and
decision boundary (black dashed line), as indicated by the colored arrows, for
naive Adaptive Learning. Block (b) shows the change after including the con-
cept of related sample. For naive adaptive learning, the margin is completely
determined by selected samples, i.e., the initial labeled images are unable to
constrain the learning process. However, for Related LapSVM, the influence of
related samples do not overtake the original labeled set and the margin is re-
tained as desired.

boundary, the objective function of LapSVM in Eqn. (5) is
changed into:

!
J(e,a) = Z;l gi+v1aTKa +vyioaT KLK o

I+
sty (Z . aik(x;, z;) + b) >1—¢;,Vz; € L,

1=

. I+ ‘
Yr (Zj—1 ajk(zj, x:) + b) >(p-Ch) —e;, Vo, € Ly
g > 0,Vr; € £L,0< p <1, ©

where ¢; is the slack variable for z;. The predicted label y' and
confidence score C%- for the most confident frame in track 7; are
defined as follows:

Cr = max g(s;).
yr = seu(f(arg max g(x;))), (7

where ¢(-) is the softmax function for calculating the confidence
score. With Eqn. (7), each face track is tagged with the same
label as the most confident sample within.

As shown in Eqn. (6), each related sample ©; € L, is
placed on a hyperplane with a distance p - C- to the decision
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track, and thus should have a stronger constraint in the training
phase. The constraint in Eqn. (6) guarantees that the influence
of a certain related sample is proportional to the corresponding
confidence score. Also, a slack variable is imposed for each
related sample, similar to the soft-margin concept in traditional
SVM. p is a parameter in the range [0, 1] to control the upper
bound of the margin for related samples. A larger p indicates a
stronger constraint on related samples. When p is set to 0, we
only require all the frames within the same track to lie on the
same half-space of the decision boundary.

Following the similar optimization method in [11], the
problem in Eqn. (6) can be written in Lagrange form, as shown
in (8) at the bottom of the page.

According to the KKT conditions, we set the derivatives of
L4 in terms of b and ¢; as zeros, which yields

oL,

SE=0= > B+ | > B =0,
a2, €L, i, €L,
oL
_a”:0:>1—ﬂ.,;—)\,;:0:>0§[31:§1~ 9)
£

By substituting Eqn. (9) into Eqn. (8) and canceling b, A, e,
the lagrangian function becomes

Ly, B)=vsa'Ka +via’ KLKa
~aTKJLYB+ Z Bi + Z (p- C7)B;
Via, €L, Vi, €L,
st. 06, <1, Ve, € LoUL,. (10)
Here Y is a diagonal labeled matrix, whose non-zero entries
are set as label y; for samples in £, or predicted label - for
samples in £,; we also define J;, = [I 0] where I is an
identity matrix with a size equal to the cardinality of set || L||.
Applying the KKT conditions again, we represent « by 53:
oL
a—g =0—a=(2val + 2y LK) 'J1 Y3,
ple
and K is invertible since it is positive semi-definite.
Finally, the corresponding dual form of Eqn. (6) can be
rewritten as follows

(11)

i L or
boundary. The farther the hyperplane lies away from the deci- ng,X Z i + Z (p-C7)Bi — Eﬁ QB,
sion boundary, the greater influence the related samples lying Viwielo Viwi€ln .
on it will have in defining the decision boundary. This is based s.t. Z Biyi + Z Giyyr =0,
on the assumption that the track with the sample of a higher Vi €L, Vi €L,
confidence score has a higher probability to be the correct 0<p; <1, (12)
!
Lg(a,e,b,8,\) = gi+va0’ Ko+ v’ KLK o
i=1
Hu 11
_ Z B | v Zajk(:yj,:yi) +b| —14¢ | — Z/\z‘,&',‘,
Vi@ €L, j=1 i=1
I+u
= > Bilvr | Do eklejz) b | —p-Cr +e (8)

Vi,x, €L,

i=1
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where

Q=Y J K2y +2v;LK) 'JTY. (13)

Eqn. (12) is a standard QP problem. The optimal solution can
be derived utilizing traditional off-the-shelf SVM QP solvers,
and we use SPM:QPC solver! in this work.

C. Classification Error Bound of Related LapSVM

Here we provide a theoretical classification error bound for
the proposed related LapSVM, via comparing with the estab-
lished error bound of standard LapSVM. Experimental perfor-
mance evaluation for the related LapSVM is deferred to the sec-
tion of experiments.

Given a data distribution D and classifier function class F,
the classification error of LapSVM is bounded by the summa-
tion of the empirical error, function complexity and data com-
plexity, as formally stated in the following lemma [35].

Lemma 1. ([35]): Fix § € (0.1) and let F be a class of
functions mapping from an input space X to [0, 1]. Let {z;}!_;
be drawn independently according to a probability distribution
D. Then with probability at leat 1 — § over random draws of
samples of size [, every f € F satisfies

n(2/5)
2%

Enlf(e)] < Bl + )+ (14)

where E[f ()] is the empirical error averaged on the [ examples
and R;(F) denotes the Rademacher complexity of the function
class F.

By utilizing the error bound of SVM [36], E[f(z)] <
O(||€]|3 log® 1), we can further bound the error of LapSVM in
terms of the slack variable ¢; as follows,

In(2/6)

. : 29 2

Ep[f(z)] <0 (Z e; log l) + Ri(F) + T
where e; is the slack variable for sample x; in the labeled or
related sample set. The proposed related LapSVM reduces
the classification error bound over LapSVM via properly
re-weighting the slack variable for the unconfident/noisy
samples. Specifically, consider the case where a sample x;
is selected as a confident sample but labeled incorrectly. For
x;, training the classifier actually minimizes an incorrect
slack variable €;, and maximizes the correct slack variable
€; = 1 — ¢, due to its opposite label. £; is maximized within
the range of [0, 2]. Thus, the error bound is increased to

Ep[f(z)] <0 ((Z#J_ eF + éf) log? l)
In(2/6)

+ ) (F) + 5

In contrast, related LapSVM reduces the feasible range of ;
to [0, 2] — p-C7-]. Consequently, the value of ¢; is decreased, and

Thttp://sigpromu.org/quadprog/
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we have a lower error bound for related LapSVM than standard
LapSVM:

Ep|fre—vapsvm(®)] < Ep[frapsvm(z)]- (15)

The above analysis can be generalized to the case where more
unlabeled samples are labeled incorrectly. Thus we can con-
clude that the related LapSVM reduces error bound via handling
the incorrectly labeled samples better.

V. EXPERIMENTS

We conduct extensive experiments to evaluate the ef-
fectiveness of the proposed adaptive learning method for
celebrity identification. This section is organized as follows.
Subsection V-A introduces the details of construction of the
used database. We demonstrate the experimental settings in de-
tails in subsection V-B. Subsection V-C shows a naive approach
of including the video constraint in building the sample affinity
graph and demonstrates that video context can improve the
performance with a limited degree. Subsection V-D and V-E
show the effectiveness of related samples in both supervised
and semi-supervised learning scenarios. The average precision
is reported on both image and video testing set. Subsection V-F
illustrates the performance curve of the proposed method along
with learning iterations. We also include in the last subsection
experiments of related samples on a public database - YouTube
Celebrities Database.

A. Database Construction

Since there are rare databases with sufficient image and video
samples for celebrity identification, in this work, we construct a
database for benchmarking different methods for this task. The
collection of image and video data is described as follows.

1) Image Data: We select 30 celebrities who are well-known
within their fields so that sufficient corresponding video data can
be crawled. For each individual, we retrieve about 100 clear im-
ages from Google Image using the names of celebrities as query.
We manually label all the images and mark the locations of eyes.
All faces are then normalized via a standard affine transforma-
tion. There is not any strict constraint in photography conditions
- different poses, facial expressions and illumination conditions
are all allowed. 15 images are randomly sampled to form the
training image set, while the remaining are used as the testing
set. We report the average precision (AP) from 5 z-testing splits.
The list of celebrities chosen in the database is given in Table I.

2) Video Data: Querying by the names of the celebrities,
a video corpus consisting of about 300 video clips is down-
loaded from video sharing websites, e.g., YouTube. Note that
for the following experiments, we assume that the videos are
unlabeled for the following reasons: a) the keyword searching
results are not reliable, and videos are not necessarily related
with the celebrities; b) there may also be other individuals other
than the celebrities of interest in the returned videos.

In this paper, only the detected face tracks are considered in
the iterative adaptive learning process. Thus based on the video
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TABLE I
CELEBRITIES INCLUDED. WE CHOOSE PEOPLE WITH DIFFERENT OCCUPATIONS
AS LISTED ABOVE. FOR DIFFERENT OCCUPATIONS, VIDEO DATA ARE
COLLECTED FROM DIFFERENT VIDEO SOURCES CORRESPONDINGLY

Occupation Name Gender Video Source
Barack Obama M Speech
Politician Yingjiu Ma M Newg’ Revort
Al Sharpton M P
Adam Sandler M
Alexander Skargard M
Alan Alda M
Western Anthony Hopkins M Movies
Actor Alan Rickman M Interviews
Alan Tricke M
Amy Poehler F
Alicia Silverstone F
Chao Deng M
Baogiang Wang M
Asian Zidan Zhen M Movies
Actor Benshan Zhao M Interviews
Bingbing Fan F
Wei Tang F
Yuanyuan Gao F
Dehua Liu M
Katty Perry F
Singer Wenwei Mo F Music Albums
Xiaochun Chen M Concerts
Yanzi Sun F
H Ander;gn quper M News Report
oster Fujian Bi M
Talk Show
&Anchor Lan Yang F TV Programs
Jing Chai F
Yun Ma M Commercial News
CEO Bill Gates M A
Product Launch Video
Steve Jobs M

constraint, the label is transferred from confident frames to un-
certain frames within the same track. Besides, by only consid-
ering the detected tracks, the volume of frames that need to
be processed can be largely reduced to accelerate the learning
process. To obtain reliable face tracks, a robust foreground cor-
respondence tracker [37] is applied for each shot.

Here video shot segmentations are automatically detected
with the accelerating shot boundary detection method [38].
More specifically, the Focus Region (FR) in each frame is
defined, and using a skip interval of 40 frames, the method not
only speeds up the detection process, but also finds more subtle
transitions.

After segmenting the video into shots, the tracking process
takes the results of OKAO face detection? as input, and gener-
ates several face tracks using the tracking algorithm in [37]. The
face tracks are then further pruned via fine analysis of faces as
follows:

* Duration. Short tracks with less than 30 frames are dis-
carded, since these tracks are often introduced by false pos-
itive detections.

* Clusters. K-means clustering is applied to each track, and
only those frames closest to clustering centers are chosen
as corresponding representative faces.

Consequently we acquire around 2,700 video tracks in total

with nearly 90 tracks per individual.

3) Feature for Face Recognition. We adopt the following
three types of state-of-the-art features in face recognition:

2http://www.omron.com/r_d/coretech/vision/okao.html
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Gabor, LBP and SIFT feature. Details of the feature extraction
are listed below:

* Gabor Feature. Gabor filter [39] has been widely used for
facial feature extraction due to its capability of capturing
salient visual properties, such as spatial localization, orien-
tation selectivity as well as spatial frequency characteris-
tics. In this paper, we adopt a common setting for extracting
gabor feature: wavelet filter bank with 5 scales and 8 ori-
entations, central frequency is set as /2, and filter window
width is set as 2.

* Local Binary Patter Feature. LBP captures the contrast
information of the central pixel and its neighbors. The ad-
vantage of LBP lies in its robustness to illumination and
pose variations. We use a variant of LBP - multi-block LBP
[40]. In the feature selection, the image is firstly segmented
into several blocks to keep a certain amount of geometric
information. Each face image is divided into 5 x 4 sub-re-
gions and then for each sub-region uniform patterns are
extracted and concatenated as bins for a histogram repre-
sentation.

e SIFT Feature. A nine-point SIFT feature is used in the
experiments. Referring to the work of Everingham et al.
[2], a generative model is adopted to locate the nine facial
key-points in the detected face region, including the left
and right corners of each eye, the two nostrils and the tip
of the nose and the left and right corners of the mouth
followed by 128-dim SIFT feature [41] extraction process.

The vectors of the above three features are normalized indi-

vidually by />-norm and concatenated into a single vector for
each image/frame.

B. Experiment Settings

In the following experiments, the initial training image set is
constructed by randomly sampling 15 images per person from
the labeled image data, and the rest images are used for testing.
We run this sampling process for 5 times in each experiment and
report the mean precision in this paper.

We consider two scenarios for experiments: 10-person and
30-person scenario. In the 10-person scenario, 10 celebrities
are selected randomly from the name list in Table I and cor-
responding training samples are chosen as above. We perform
such random selection processes for 3 times and then reported
the average precision (AP). In the 30-person scenario, we use
the training samples of all celebrities.

For AL, we follow the procedures in Algorithm 1 with the
value of parameter S set as 5. The maximal iteration number is
set as N, = 15, and the results for AL based approaches are
the accuracy of the final learning iteration. The parameter 7 in
Eqn. (1) is setas 0.7. In Related LapSVM defined in Eqn. (6), v;
and 74 are set as 1072 and 1, respectively, and p is empirically
set as 0.3.

C. Video Constraint in Graph

LapSVM [42] is a graph-based classifier and we take a base-
line extension to incorporate the video context information into
LapSVM framework.

The general idea is to include the video constraint when con-
structing the affinity matrix, which defines the similarity among
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TABLE I1
COMPARISON ON THE AVERAGE PRECISION (%) OF DIFFERENT SVM BASED
METHODS IN THE 10-PERSON SCENARIO
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TABLE III
COMPARISON ON THE AVERAGE PRECISION (%) OF DIFFERENT SVM BASED
METHODS IN THE 30-PERSON SCENARIO

| [ | 3 [ 5 ] 7 [ w0 ] 12 15| | [ | 3 [ 5 ] 7 [ 10 ] 12 15|

Lap+V | 50.83 | 60 | 68.33 | 76.67 | 82.5 | 84.17 Lap+V | 48.87 | 62.83 | 72 82 84.5 | 865

2, SVM 39.17 | 4875 | 58.75 | 75 | 75.83 | 78.75 2, SVM 3933 | 51.17 | 61.67 | 75 795 | 82.17
EsrsUNE B SIS Teis 0 Bio 05 s0iss EsUNE RS S0niTe0E B B EoE SiGT
[ AT SVM: | 2433455125 5875 | 77.92 [ 80:84: :82.00 [ AL SVM | =3834:| 48 17 5734 | 7217 [ 70 845
Re-SVM | 5042 | 54.17 | 6542 | 82.5 | 82.92 | 84.59 Re-SVM | 415 | 5284 | 63 | 7634 | 825 | 84.34
Lap+V | 53.09 | 4838 [ 49.97 | 56.62 | 70.32 | 73.41 Lap+V | 42.13 | 4648 | 4593 | 56.61 | 62.39 | 60.82

: SVM 304 | 33.00 | 4544 | 62.23 | 66.76 | 70.68 : SVM 31.97 | 3879 | 4141 | 50.88 | 60.48 | 64.95
S [ STSVM | 29.11 | 34.17 | 4421 | 6412 | 66.88 | 72.93 S [ ST-SVM | 32.26 | 38.08 | 40.74 | 51.55 | 59.67 | 63.61
” [TAL-SVM | 4632 | 503 | 4584 | 55.73 | 6337 | 7542 ” [TAL-SVM | 36.06 | 3835 | 48.95 | 64.01 | 69.55 | 74.02
Re-SVM | 49.55 | 50.45 | 50.57 | 76.26 | 79.26 | 78.18 Re-SVM | 49.28 | 46.67 | 49.09 | 67.03 | 71.47 | 75.42

training instances. A naive approach is to set the similarity of
frames from the same track to be 1. Nevertheless, experiments
show that this setting usually results in a degradation in perfor-
mance. A possible reason could be that the weight among con-
secutive frames becomes much larger than other entries within
the weight matrix, which makes the classifier dominated by
the constraints on corresponding samples other than labeled in-
stances. Therefore, to ensure the balance of sample weights, the
weight is defined as the summation of graphic similarity and
video constraint. In detail, the edge between consecutive frames
is defined as,

wi; = A-exp{—(z; — x;)*/20%}
+ (1= A)-min{¢ - pw, 1}, (16)
where pw is the mean of matrix W.

In Eqn. (16), we confine A € [0,1] and ¢ € [1,10] empiri-
cally. We tune the values for A with a step of 0.1 and ¢ with a
step of 1 within their corresponding ranges via cross-validation.
Experiments show a small improvement over LapSVM of 1%
on average.

This approach is named as Lap+V, and is taken as the baseline
algorithm in the following experiments.

D. Related Sample in Supervised Learning

In this subsection, we evalute the effect of related sample
on SVM. vy in Eqn. (6) is set as 0 and the classifier is defined
only in terms of labeled samples f(-) = 22:1 a; K (x;,-). We
compare the following methods: SVM, ST-SVM (self-training
with SVM), AL-SVM (adaptive learning with video constraint),
and Re-SVM (related SVM). Similar to Section V-C, the perfor-
mance is evaluated on both image and video data in 10-person
and 30-person scenarios respectively. Average precision is re-
ported in Table II and III under varying numbers of labeled
training images.

For traditional self-training, only those frames with high
similarity to the initial training samples are selected to enlarge
the training set. Thus, the variations in the selection samples are
limited. Limited number of labeled samples may decrease AP
due to the high error rate during selection, while, more labeled
samples usually result in improvement for ST-SVM. How-
ever, the difference for either degradation and improvement is

very small: less than 1%. Straight-forward adaptive learning
(AL+SVM) demonstrates similar performance, but the range
for both degradation and improvement are largely increased to
around 4%.

Related SVM adjusts the margin for each sample in accor-
dance with their confidence scores, such that we can amplify the
positive influence of more confident samples while suppressing
the negative influence of less confident samples. Generally, by
regarding selected samples as related samples, the classifier is
much more robust to selection errors. As shown in Table II and
III, the improvement of Re-SVM over SVM is around 5% on
image data and 12% on video data. In most cases where the
number of labeled samples is small (e.g. the number is 3 or 5),
the initial classifier is unreliable. Normally, around half of the
selected tracks are not correctly labeled by the classifier. Related
SVM can significantly degrade the impact of error tracks and
provide considerable AP improvement. With sufficient labeled
training samples (e.g. 12 or 15), the generalization performance
of the classifier is significantly improved. The error rate in se-
lecting tracks is low, and thus correct samples play a dominant
role in training. In such a case, the improvement brought by re-
lated samples becomes less significant.

Note that there is still an considerable performance gap
between Related SVM and LapSVM with video constraint
(Lap+V) on the image testing dataset: 3% and 6% in 10-person
and 30-person cases. A possible reason lies in the fact that
both training and testing samples are static images downloaded
from Google. The correlation between video data and image
data is low. As a consequence, the right tracks selected in AL
will result in minor improvement for testing on images, while,
the incorrect tracks will degrade the performance to a certain
extent. The impact of error tracks is relatively significant
compared with the influence of the right tracks. However, on
the video dataset, Related SVM outperforms LapSVM with a
margin of 5% and 7% in both 10-person and 30-person cases.
Especially, when sufficient labeled samples are fed into the
training process - 10 or more, the improvement can be up to
20%.

E. Related Samples in Semi-Supervised Learning

In this subsection, we examine the effect of related samples
in semi-supervised learning and take LapSVM and Transductive
SVM (TSVM) as the base classifiers for Adaptive Learning.
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TABLE IV
COMPARISON ON THE AVERAGE PRECISION (%) OF DIFFERENT LAPSVM
BASED METHODS IN THE 10-PERSON SCENARIO

[ ] | 3 ] s [ 7 ] 1w ] 1] 15 ]

Lap+V 50.83 [ 60 [ 6833 | 76.67 | 82.5 [ 84.17

% | ST-LapSVM | 4875 | 56.67 | 66.25 | 77.5 | 7875 | 82.08
E | AL-LapSVM [ 50.84 | 46.67 | 7334 | 81.25 | 82.92 | 87.92
Re-LapSVM | 49.17 | 61.67 | 75.84 | 8334 | 8542 | 88.34

Lap+V 53.09 [ 48.38 [ 49.97 | 56.62 | 7032 | 7341

8 | STLapSVM | 34.83 | 4239 [ 4862 | 6634 | 7119 | 7572
< | AL-LapSVM | 4821 | 16.67 [ 3927 | 64.06 | 63.76 | 79.83
Re-LapSVM | 5346 | 55.28 | 77.01 | 8313 | 83.28 | 84.36

TABLE V

COMPARISON ON THE AVERAGE PRECISION (%) OF DIFFERENT LAPSVM
BASED METHODS IN THE 30-PERSON SCENARIO

| \ | 3 ] s [ 7 ] 1w ] 2] 15 ]

Lap+V 4887 | 6283 | 72 82 845 | 86.5

% | ST-LapSVM | 4533 | 60 [ 72.17 | 8233 | 8467 | 86.67
E | AL-LapSVM | 40.17 | 5234 | 64.17 | 76.67 | 7834 | 84
Re-LapSVM 49 | 64.67 | 72.84 | 83.84 | 84.67 | 87.5

Lap+V 42.13 | 46.48 | 4593 [ 56.61 | 62.39 | 60.82

8 | STLapSVM | 3822 | 495 | 59.18 | 64.76 | 7038 | 69.71

S [ AL-LapSVM | 2641 | 4152 | 39.75 | 57.32 | 62.68 | 61.75
Re-LapSVM | 4229 | 50.66 | 57.16 | 6333 | 71.52 | 729

When building up the affinity graph in LapSVM, video
constraint in Eqn. (16) is not included. Related LapSVM
(Re-LapSVM) is considered as another way of incorporating
video constraint into the learning process other than Lap+V in
Section V-C. The video context information is utilized in the
process of promoting tracks into the related set.

We investigate whether further improvement of LapSVM
can be brought by Re-LapSVM over Lap+V. The results are
given in Table IV and V. We observe similar results in com-
parisons among self-training with LapSVM (ST-LapSVM),
straight-forward AL (AL-LapSVM) and AL with related
samples (Re-LapSVM). Re-LapSVM outperforms both
ST-LapSVM and AL-LapSVM. Re-LapSVM demonstrates
a better tolerance to selection errors than the AL-LapSVM,
especially for cases with 3, 5 and 7 labeled samples. More
importantly, the comparison between Lap+V and Re-LapSVM
demonstrates more insightful results. Re-LapSVM demon-
strates a significant advantage over Lap+V. In details, the
enhancement on AP is around 4% for 10-person image case,
1.5% for 30-person image case, 16% for 10-person video case,
8% for 30-person video case, respectively.

In the implementation of TSVM, we optimize TSVM fol-
lowing Collober et al. [43] with concave-convex procedure
(CCCP). The objective function of TSVM is non-convex, and
CCCP optimizes the problem by solving multiple quadratic
programming subproblems. For each QP subproblem, we
follow the similar way of incorporating related samples as in
Eqn. (6) in Section IV-B. Since the optimization of TSVM is
slow, we only conduct experiments in 10-person scenario. The
results are demonstrated in Table VI.

Clearly, the performance of TSVM is worse than that of
LapSVM, especially when labeled samples are limited. How-
ever, the comparison between TSVM and LapSVM is out of the
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TABLE VI
COMPARISON ON THE AVERAGE PRECISION (%) OF DIFFERENT TSVM BASED
METHODS IN THE 10-PERSON SCENARIO

] | 3 [ 5 [ 7 [ w0 ] 12 15|
© TSVM 4167 |- 5167 | 6042 |- 75:83: | 77:08: 57958
é‘) AL-TSVM | 39.58 | 48.75 | 59.17 | 74.58 | 79.17 85
= Re-TSVM 42.5 52.08 62.5 80 78.75 85
. TSVM 32.01 | 38.82 | 4691 | 61.87 | 68.11 | 71.94
é’ AL-TSVM | 39.24 | 40.05 | 43.05 61 73.56 | 78.66
= Re-TSVM | 36.06 | 42.66 | 47.39 | 75.03 | 75.99 | 81.92
66 | —=—Naive AL ] 1
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Fig. 4. Learning Curves of three approaches: Naive AL, Related AL (p = 0)
and Related AL (p > 0).

scope of this work. Here, our focus is on whether related sam-
ples improve the performance of TSVM as well. As shown in
Table VI, Re-TSVM outperforms both TSVM and AL-TSVM
with an improvement of around 3%.

F. Learning Curves of Adaptive Learning

In this subsection, we investigate the behaviors of different
approaches by investigating the average precision with respect
to the iteration number. In this experiment, the labeled set for
testing and training is fixed for a fair comparison. The maximal
iteration count is set as 15, and accuracy on testing data is re-
ported for each iteration. Since the learning curve is similar for
most simulation runs, Fig. 4 illustrates one run for LapSVM-
based Adaptive Learning.

It is easy to observe that straightforward Adaptive Learning
(Naive AL) shows a noisy curve since it is quite sensitive to
the selection errors. If the correct track is chosen, accuracy will
demonstrate an obvious increase, and the performance will drop
suddenly if errors occur in the process of selection. Re-LapSVM
with p = 0 shows a smooth learning curve and converges.
Re-LapSVM with p > 0 shares the similar behaviors of the two
approaches to some extent: the trend of AP is increasing but
with minor turbulence. The parameter p in Eqn. (6) is an im-
portant factor controlling the relative influence compared with
the labeled image samples in the learning process. Larger p will
render the learning curve closer to straightforward AL, while
smaller p pushes the learning curve towards related AL with
p = 0. An exemplar illustration of simulation results is also
presented in Fig. 5. In general, the observed results are consis-
tent with our expectation.



XIONG et al.: ADAPTIVE LEARNING FOR CELEBRITY IDENTIFICATION WITH VIDEO CONTEXT

1483

Initial
Classifier

0.3

0.2 0.6

0.4 0.61 0.74 0.92

Fig. 5. Examples of iterative improvement. The upper left static images are used for training the initial classifier, and the gray image matrix represents the pool of
video tracks with each column standing for a track. In Iteration 1, tracks in blue bounding box are chosen, while in Iteration 2, tracks in orange bounding box are
selected. The lowermost row are examples of testing images with corresponding confidence scores shown below. Red frame indicates wrong decision and green
frame indicates right decision. With more tracks selected into the training pool, the confidence score on the testing dataset is rising.

TABLE VII
COMPARISON ON THE AVERAGE PRECISION (%) OF DIFFERENT LAPSVM
BASED METHODS IN YOUTUBE CELEBRITIES DATABASE

| 3 | s | 7 [ 10 | 12 | 15 |
SVM 4573 | 473 [ 5505 | 57.66 | 62.25 | 41.33
ST-SVM | 4335 [ 4747 | 5507 [ 57.39 | 6336 | 63.5
Lap+V 49.97 | 50.93 | 60.37 | 63.83 | 67.81 | 68.25
ST-LapSVM | 513 | 523 | 6155 | 63.92 | 68.05 | 68.29
AL-LapSVM | 5593 | 5572 | 62.02 | 6533 | 6859 | 688
Re-LapSVM | 58 [ 58.09 | 65.61 | 6581 | 69.81 | 68.87

G. YouTube Celebrity Dataset

We also evaluate the proposed algorithm on a public
dataset—the YouTube Celebrity Dataset [44], which contains
1,910 sequences of 47 subjects. All the sequences are extracted
from video clips downloaded from YouTube by evicting frames
that do not contain celebrites of interest. Most of the videos are
of low resolution and recorded at high compression rates. The
size of frames ranges from 180 x 240 to 240 x 320 pixels.

Following the similar methods described in Section V-A, face
tracks are extracted within each video sequence. Only celebri-
ties with more than 30 tracks are included in this experiment
and the final number of identities is 32. Since there is no separate
image set for the initial training stage as in our approach, we ran-
domly sample 5 tracks for each celebrity. All the frames within
are then treated as initial labeled samples. This sampling process
is repeated for 5 times and the corresponding averaged results
are shown in Table VII. The results are similar to those observed
on our own dataset and the improvement of Re-LapSVM over
Lap+V is around 4% on average.

Compared with the results on our own dataset, the improve-
ment of Related LapSVM is less significant over the baseline
algorithms. The reason is that the proposed method targets at
solving a common problem in real applications, namely it is

difficult to collect many training images to train reliable initial
classifiers. When the number of labeled training images is small,
the classifiers are not reliable, and errors in selecting the confi-
dent video tracks by such weak initial classifiers are inevitable.
In this case, the performance of classifiers may degrade severely
due to incorporating more and more noisy or incorrect samples.
Thus, the improvement brought by related LapSVM is more sig-
nificant with more noisy tracks selected.

Compared with the proposed dataset, the error rate in se-
lecting confident tracks on Youtube dataset is much lower. Thus
the performance gain of Re-LapSVM is smaller on the Youtube
dataset compared with on our own dataset. The reasons of lower
track selection error on the Youtube dataset are two-fold: 1) The
Youtube dataset only contains videos, so we train the initial clas-
sifier using the video data. Such video-domain classifiers per-
form more accurately in selecting the confident remaining video
tracks than the initial classifiers trained from image-domain in
our own dataset; 2) The face sequences (tracks) for each indi-
vidual in Youtube faces dataset are usually extracted from only
2-3 videos, and the correlation/similarity among different se-
quences from the same video is quite high. However, the dataset
built in this work contains tracks from about 10 different videos
for each celebrity. Thus, our video dataset is much more diverse
and difficult for track selection than the Youtube face dataset.
Due to the above two reasons, the performance improvement
on Youtube dataset achieved by Re-LapSVM is less significant
than that on our dataset.

VI. CONCLUSION

A novel adaptive learning framework was proposed for the
celebrity identification problem inspired by the concept of
“Baby learning”. The classifier is initially trained on labeled
static images, and gradually improves by augmenting confident
face tracks into the knowledge base. We also proposed a robust
classifier that is robust to selection errors by assigning weak
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adaptive margin for those selected samples. Extensive exper-
iments are conducted in both supervised and semi-supervised
learning setting for celebrity identification. Results on two
databases show that the improvement on accuracy is significant
and inspiring. Although in this work we only consider the task
of celebrity identification, the proposed method is a general
approach and can be easily extended to solve other problems
in computer vision as well, such as object detection, object
recognition and action recognition.
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